README File for the Tagged Chinese Gigaword version 2.0
This document describes the contents of the Tagged Chinese Gigaword version 2.0 (the “AS Data”), created by scholars at Academia Sinica, Taipei, Taiwan. This is the part-of-speech tagged version of the LDC's Chinese Gigaword Second Edition (LDC2005T14). It contains all of the data in Chinese Gigaword Second Edition -- from Central News Agency, Xinhua News Agency and Lianhe Zaobao -- annotated with full part of speech tags. This tagged version removes residual noises in the Tagged Chinese Gigaword (LDC2007T03) and improves tagging accuracy by incorporating lexica of unknown words. The changes include the following items: 
-A single-width space is used consistently between two segmented words. 
-The newline character remains in the same position from source files from LDC's Chinese Gigaword Second Edition (LDC2005T14) 
-The original coding of partial Latin letters or Arabic numerals is preserved.
-1,192 documents of Central News Agency and 13 documents of Xinhua News Agency that were missing in Tagged Chinese Gigaword version 1.0 are recovered.
-A set of heuristics for building out-of-vocabulary dictionaries to improve annotation quality of very large corpora efficiently based on heterogeneous tagging system was incorporated. Manual checking of randomly selected texts show that this version achieved precision rate of 97.3%.
In order to avoid any problems or confusion that could result from differences in character-set specifications in the source data, all text files in this corpus have been converted to UTF-8 character encoding.

1. Publication Title:

Tagged Chinese Gigaword version 2.0
2. Authors:

Chu-Ren Huang (churenhuang@gmail.com)
Corresponding contact: Lung-Hao Lee (lunghao@gate.sinica.edu.tw)
3. Data Type:

Text

4. Data Sources:

Newswire (LDC2005T14: Chinese Gigaword Second Edition)
Years of Data collection: 1991~2004

5. Project:
Lexicon-driven Ontology and Conceptual Structure (Academia Sinica Investigator Project)

6. Applications:

Information retrieval, Language modeling, Natural language processing, Parsing, Tagging

7. Languages:

Chinese

8. Special License:

The AS Data shall be used only in connection with the projects related to linguistic education, research and technology development (collectively, "Linguistic Education, Research and Technology Development"). LDC shall have the on-going right to process and store information contained in the AS Data into a form suitable for Linguistic Education, Research and Technology Development and to share the processed data with Permitted Researchers, the organizations and researchers who are either members of the LDC or non-members of the LDC who have executed the appropriate User Agreement.

9. Grant Number and Founding Agency:

The AS grants the LDC world-wide, perpetual rights to distribute an annotated version of Chinese Gigaword Second Edition LDC2005T14 (the "AS Data").

10. Copyright:

LDC acknowledges and agrees that portions of the AS Data, and the information contained therein, may be the sole and exclusive property of AS and protected by applicable copyright law. LDC shall give proper notice to Permitted Researchers of AS’s ownership of said copyrights.

11. Description of The Corpus Structure and Data Attributes:

Data type: text

Character encoding: utf-8

Number of files: 346
Size of the data: 9.42 GB(original), 1.53 GB(after compressed), software used for compression: WinRAR 3.51

Basic statics of data from each source are summarized below.
	Source
	#Files
	Rzip-MB
	Totl-MB
	#K-wrds
	#DOCs

	CNA_CMN
	168
	1520
	6136
	501456
	1769953

	XIN_CMN
	168
	898
	3755
	311660
	992261

	ZBN_CMN
	10
	55
	214
	18632
	41418

	TOTAL
	346
	2473
	10105
	831748
	2803632


The explanation of each column is detailed as below:

#Files: the total number of files

Rzip-MB: the size of compressed files

Totl-MB: the size of original files

#K-wrds: the total number of words (token) in thousand-words
#DOCs: the number of corpus documents

The POS tags and their corresponding explanations are listed below:
	Tag
	Explanation_Chinese
	Explantation_English

	A
	非謂形容詞
	Non-predicative adjective

	Caa
	對等連接詞，如：和、跟
	Conjunctive conjunction

	Cab
	連接詞，如：等等
	Conjunction, e.g.deng3deng3

	Cba
	連接詞，如：的話
	Conjunction, e.g.de5hua4

	Cbb
	關聯連接詞
	Correlative Conjunction

	D
	副詞
	Adverb

	Da
	數量副詞
	Quantitative Adverb

	DE
	的, 之, 得, 地
	Particle DE and its functional equivalents

	Dfa
	動詞前程度副詞
	Pre-verbal Adverb of degree

	Dfb
	動詞後程度副詞
	Post-verbal Adverb of degree

	Di
	時態標記
	Aspectual Adverb

	Dk
	句副詞
	Sentential Adverb

	FW
	外文標記
	Foreign Word

	I
	感嘆詞
	Interjection

	Na
	普通名詞
	Common Noun

	Nb
	專有名稱
	Proper Noun

	Nc
	地方詞
	Place Noun

	Ncd
	位置詞
	Localizer

	Nd
	時間詞
	Time Noun

	Nep
	指代定詞
	Demonstrative Determinatives

	Neqa
	數量定詞
	Quantitative Determinatives

	Neqb
	後置數量定詞
	Post-quantitative Determinatives

	Nes
	特指定詞
	Specific Determinatives

	Neu
	數詞定詞
	Numeral Determinatives

	Nf
	量詞
	Measure

	Ng
	後置詞
	Postposition

	Nh
	代名詞
	Pronoun

	P
	介詞
	Preposition

	SHI
	是
	you3 (to have)

	T
	語助詞
	Particle

	VA
	動作不及物動詞
	Active Intransitive Verb

	VAC
	動作使動動詞
	Active Causative Verb

	VB
	動作類及物動詞
	Active Pseudo-transitive Verb

	VC
	動作及物動詞
	Active Transitive Verb

	VCL
	動作接地方賓語動詞
	Active Verb with a Locative Object

	VD
	雙賓動詞
	Ditransitive Verb

	VE
	動作句賓動詞
	Active Verb with a Sentential Object

	VF
	動作謂賓動詞
	Active Verb with a Verbal Object

	VG
	分類動詞
	Classificatory Verb

	VH
	狀態不及物動詞
	Stative Intransitive Verb

	VHC
	狀態使動動詞
	Stative Causative Verb

	VI
	狀態類及物動詞
	Stative Pseudo-transitive Verb

	VJ
	狀態及物動詞
	Stative Transitive Verb

	VK
	狀態句賓動詞
	Stative Verb with a Sentential Object

	VL
	狀態謂賓動詞
	Stative Verb with a Verbal Object

	V_2
	有
	有


12. Quality Control:

Since neither manual checking nor automatic checking against gold standard is feasible for giga-word size corpora, we proposed quality assurance of automatic annotation of very large corpora based on heterogeneous CKIP and ICTCLAS tagging systems (Huang et al., 2008). By comparing to word lists generated from ICTCLAS version of automatic tagged Xinhua portion of Chinese Gigaword, a set of heuristics for building out-of-vocabulary dictionaries to improved quality were proposed. Randomly selected texts for evaluating effects of our built out-of-vocabulary dictionaries were manual checking. Experimental results indicated that there were 30,562 correct words (about 97.3 %) of testing words. The quality control test result is shown as follows:
	Corpora
	#K-wrds
	TestWord#
	CorrectWord#

	CNA
	501459
	42,695
	41,449

	XIN
	311718
	28,744
	27,967

	ZBN
	18632
	22,825
	22,270

	Total
	831809
	31,421
	30,562


The explanation of each column is detailed as below:

#K-wrds: the total number of words (token) in thousand-words

TestWord#: the number of testing words

CorrectWord#: the number of correct words by manually checking.
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