The NIST Year 2002Speaker Reaognition
Evaluation Plan

1 INTRODUCTION

The yea 2002 spe&ker reagnition evaluation is part of an orgoing
series of yealy evaluations conducted by NIST. These evaluations
provide a important contribution to the diredion d reseach
efforts and the cdibration o technicd cepabilities. They are
intended to be of interest to all reseachers working on the general
problem of text independent spegker reagnition. To this end the
evaluation was designed to be simple, to focus on core techndogy
isales, to be fully suppated, and to be accesble to those wishing
to participate.

The evaluation will be conduwted in the spring. The data will be
available in April, with results due to be submitted to NIST abou
four weeks later. A foll ow-up workshopfor evaluation participants

to discussreseach findings will be held in June. Spedfic dates are
listed in sedion 11, Schedule.

Participation in the evaluation is invited for al sites that find the
tasks and the evaluation d interest. For more information, and to
register to participate in the evaluation, plesse @mntad Dr. Alvin
Martin at NIST.*

2 TECHNICAL OBJECTIVE

This gpedker reaognition evaluation focuses on the tasks of specker
detedion and spedker segmentation. These tasks are posed
primarily in the context of conversational telephore speed. The
evaluationis designed to foster reseach progress with the goals of:

» Exploring promising new ideas in spedker reamgniti on.
» Developing advanced techndogy incorporating these idezs.
» Measuring the performance of thistechndogy.

2.1 Task Definitions

The yea 2002 speser recognition evaluation gan includes the
following two tasks?:

2.1.1 Speaker detedion

This task is NIST’s basic spesker reagnition task. The task is to
determine whether a spedfied spedker is geeking during a given
speed segment.®

! To contad Dr. Martin, send him email at alvin.martin@nist.gov,
or cdl himat 301/9753169

2 The spesker tracking task that was suppated in the NIST 2000
and 2001 speker recognition evaluations has been eliminated.
Fadors that led to this task being eliminated include ajudgment
that there seamed to be less interesting reseach being performed
under this task and lessclea applicatiion motivation for suppating
the task.

3 In previous evaluation pans, the spedker detedion task was
divided into a “one-spe&ker” and a “two-spedker” task. However,
this distinction relates to the task conditions rather than the task
definition. Therefore in this evaluation dan the one- and two-
spedker condtions have been moved to sedion 22, task conditions.
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2.1.2 Speaker segmentation

This task requires identifying the time intervals during which
unknown spedkers are eab spedking in a @nversationa speed
segment. It combines the tasks of speed detedion and spedcker
reaognition. No prior knowledge or training data for these speskers
is provided, however. Also, the number of different speskers that
spe&k during eat segment to be segmented is not spedfied.

2.2 Task Conditions

The yea 2002 spedker reagnition evaluation dan includes four
digtinct task condtions for the speder detedion task and ore
condtion for the spesker segmentationtask. These ae & foll ows:

2.2.1 One-speaker detedion — cdlular data

The one-spesker detedion task condtions will remain essntialy
the same @ in previous yeas. The datathisyea will be taken from
the sewnd relesse of LDC's cdlular switchbcard corpus
(Switchboard Cellular — Part 2).* The training data for a target
specker will be two minutes of speed from that speker, excerpted
from asingle mnversation. Each test segment will be the speet of
a single spe&er, excerpted from a one-minute segment taken from
a (single) conversation. (There will also be some trias using two-
speker training data axd ore-speker test segments. See sedion
4.12)

2.2.2 Two-speaker detedion —cdlular data

The two-spe&ker detedion task condtions differ from the one-
spesker condtions in that no excerpting of the speet of a single
speker is performed, neither in training nor in test. The data will
be taken from the second release of LDC's cdlular corpus, the
same & for the one-spedker detedion test. Thus ead test segment
will be aone-minute segment taken from a (single) conversation,
but no excerpting will be performed and the two sides of the
conversation will be summed together. Further, the training data
for atarget speaker will be threewhole mnversations, with the two
sides of the mnversation summed together. Thus a major chall enge
in training will beto discover which of the two spe&kersin ead of
the training conversations is the target speaker.® (Therewill also be
some trials using one-spedker training data and two-spedker test
segments. Seesedion 41.2))

2.2.3 One-speaker detedion — extended data

This task condtion provides a much larger amourt of training data
for target speskers — up to an hou of speed per speker. The
intent is to foster new researcch onimproving spegker recognition
performance through the discovery and exploitation d higher-level
and more cmplex charaderistics of a speker’'s peed, such as

4 Refer to www.ldc.upenn.edw/Projeds/SWB/cdl ular.

5 The nontarget speskers appeaing in a speaker’s training data
will be ontrolled so that no nontarget spesker appeas in more
than ore training conversation.

page 1 of 9

February 27, 2002



idiosyncratic language patterns and noringuistic vocdizations.
The data will be taken from the LDC's switchbeoerd Il corpus,
phases 2 and 3 The training data will be dl of atarget spe&ker’s
speed from N whole mnversations, with N varying between 1 and
16. The test data will be dl of one side of a single mnversation.
(not both sides simmed together)

2.2.4 One-speaker detedion — multi-modal data

The multi-modal speser detedion condtionis alimited simulation
of forensic condtions using the FBI Voice Database®. This
condtion will provide ameasure of performance when the training
and test data ae remrded using different inpu devices and/or
channels.

2.2.5 Speaker segmentation — various data sources

The spesker segmentation test will involve test segments taken
from a variety of sources. These sources will include telephore
conversations, broadcast news recordings, and recordings of
medings. The number of spedkerswill nat be spedfied.

3 PERFORMANCE MEASURES

Evaluation will be performed separately for eath of the tasks and
task condtions in sedion 2. Evauation o all these tasks and task
condtions will use cost-based performance measures. A cost-
based performance measure is used so that the various (application)
fadors may be weighed and integrated into a single numerica
measure of performance The st measure of performance is a
weighted probabili stic sum of cost over all error condtions. The
probabilities involved are both the (applicaion-dependent)
probabiliti es of the various condtions and the (system-dependent)
probabiliti es of error given these mndtions. The st of an error is
asumed to be afunction o the ondtion. So, in general, we have:

Cost = ,Z{CErroﬂCnd X F)Err0r1Cnd X F)Cnd}
allCnd

where
Cemoicna = thecostof anerrorfor condition=Cnd
Perroicna = the(systemprob.of anerrorfor condition= Cnd
Peng = the(prior) probabiliy of conditionCnd

There will be two hasic cost models — one for measuring speker
detedion performance and ore for measuring speaker segmentation
performance

3.1 Speaker Detedion Performance

3.1.1 The basic speaker detedion cost model

The performance measure to be used for all speker detedion tests
is the detedion cost function, defined as a weighted sum of miss
and fase darm error probabiliti es:

Coet = Chiss* Pwissrarget X Prarget

+ CFalseAIarmx PFalseAIarmlNonTarget X (1'PTarga)

® "Forensic Automatic Speaker Regnition," Hirotaka Nakasone
and Steven D. Bed, Odyssy 2001 Workshop, Chania, Crete,
Greece June 2001

2002-spkrec-evalplan-v60

2002 Speéker Reaognition

The parameters of this cost function are the relative wsts of
detedion errors, Cyiss aNd Cryseniam: @nd the a priori probability of
the spedfied target speaker, Prage. The parameter valuesin Table 1
will be used as the primary evaluation o spedker reaognition
performancefor al spedker detedion tasks.

Table 1 Spedker Detedtion Cost Model Parameters
for the primary evaluation dedsion strategy

CMiss CFalseAIarm PTarget

10 1 0.01

3.1.2 Normalization of speaker detedion cost

One of the alvantages of using a st model is that it can be eaily
applied to dfferent applicaions smply by changing the model
parameters. On the other hand, a potential disadvantage of using
cost as a performance measure is that it gives values that often ladk
intuitive meaning. To improve the intuitive value of the st
measure, we normdize the st by dividing by Cpeay, Which is
defined to be the best cost that could be obtained withou
processng the inpu data (i.e., by aways making the same dedsion,
namely either to accet or to rged the segment speker as being
the target spedker, whichever gives the lowest cost):

CDefault = mln'{c Miss x PTargetr CFaIseAIarm x PNonTarget}
and
CNorm = CDet / CDefault

This default normalizing cost represents zero value, becaise thisis
the st for a system that provides no information. The range of
vaues for the normalized cost is:

CNorm 0 {Or 1+ maX(CRatiovCRatio-l)}
where
CRatio = [CMiss x PTarget]/ [CFaIseAIarm x (1_ PTarget)]

For thase with more sanguine prediledions, it may be desirable to
define anormalized system “value”™:

Viorm = 1= Crom

Thus a value of Vyom = 1 represents a “perfed” system — one that
incurs no cost (and thus provides maximum value), whereas avalue
of Vnorm = O represents a “worthless’ system that provides no value.
Note that it is possble for Vyom to be lessthan 0, but we needn't
dwell onthat.

3.1.3 Speaker detedion cost with “no-dedsion”

In some gplications, it may be better that a spesker reagnition
system not make adedsion when the system cannat be onfident of
that dedsion. Thisis particularly relevant for the multi-modal task
condtion, because this task condtion is intended to address
forensic goplications. Thus, an aternative detedion cost model
will be defined to acommodate a ‘ho-dedsion” detedion strategy
for the “one-spe&ker detedtion — multi-modal datatask condtion”.

Clealy, a detedion error occurs whenever the system misss the
target or fasely deteds the target. But a detedion error is also
deamed to ocaur whenever a system dedines to make adedsion.
So it is better to make a(corred) dedsion than to make no dedsion
at all. However, it isaso the cae that no dedsionis considered to
be better than a wrong dedsion, espedally in forensic goplications,
and espedally when the dedsion in error is a positive detedion.
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The optimum dedsion is an extension d that for the simple yes/no
detedion model where the target is dedared whenever the expeded
cost of amissislessthan the expeded cost of afalse darm. In this
case, the system shoud dedare anontarget, a target, or make no
dedsion, acording to whichever expeded cost is lowest — the st
of amiss afalse darm, or no dedsion, respedively:

E[Cost| Miss] = Cyiss X Pr(Targeq scoré

CF(—,\IseAIarm>< (1_ Pr(Targetl SCOFé)
E[Costl NoDecisio]‘n ChobecisioiTarget® Pr(Targeti scoré
+ CNoDecisior{NonTarge?( (1_ Pr(Targeq SCOI’é)

E[Cost| FaIseAIarri1

where Pr(Target|score) is the (system-judged) probability of the
target spedker for a given score (i.e., as afunction o score). This
probability is the source of the system output dedsion and takes
into consideration the prior probabiliti es in addition to the speaker
recognition information in the speet signal. In terms of the
speser model probability distribution and the prior probability,
Pr(Target|score) may be expressd as:
-1
- PTarget
F)Talrget

Pr(Target|score) is sometimes cdled the “confidence”, that is, the
confidencein making atarget dedsion, as afunction o score. This
“confidence” measure will be arequired ouput measure for the
one-spedker detedion — multi-modal task condition.

HPr(score] NonTarge}
E Pr(score] Targe)

a
Pr(Target| scorg = %‘H

The parameter values in Table 2 will be used for the dternative
dedsion gtrategy for the one-speaker detedion — multi-modal data
condtion. Cyopedsonraget 1S Chosen to be 12.5 percent of Crageaiam,
which means that a system shoud make no paitive detedion
dedsion unessit is at least 87.5 percent confident that the spedker
is the target spedker. Likewise, a system shoud make no regative
detedion dcedsion uressit is at least 75 percent confident that the
spedker isnaot the target spesker. (Note that the prior probability of
a target plays a mgjor role in determining the mnfidence of a
dedsion)

Table 2 Speder Detedion Cost Model Parameters
for the “no-dedsion” alternative dedsion strategy

CMiss CFaISPAIarm CNoDeds‘oanarga CNoDedsionlNonTa’get PTarga

1 2 0.25 0.25 0.5

3.2 Speaker Segmentation Performance

The performance measure to be used for the speaker segmentation
task is the segmentation cost function, defined as a weighted sum
of dedsion errors, weighted by error type and integrated over error
duration. The situation for spesker segmentation is more complex
than for spe&ker detedion, since the detedion task is combined
with a recognition task. For spe&er segmentation there ae five
kinds of errorsthat can occur, al asafunction of time. They are:

* Missng a segment of speedt (a spesker) when speed is
present

» Fasely dedaring a segment of speedt (a speker) when
there is no speed.

» Asdgning a spurious (false darm) spedker to a segment of
speed.
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e Asdgning a speker to a segment of speehr of an
undeteded (missed) spedker.

» Asdgning an incorred speeker to a segment of speed.
The spedker segmentation cost function is therefore defined as:
Cseg = Cuiissseg X Pumiissseg + Crasey X Praseyg
+ Chuissspir X Puissple + Craspie X Praspie
+ Cerspir X Perspir

where the various error probabiliti es are dl prorated duations, i.e.,
durations that are normalized by (divided by) the total duration o
the evaluation segment.

In order to tabulate these arors, and since there is no predefined
speker set, the set of spedkers that the spesker segmentation
system defines must be reconcil ed with the set of speskers that the
answer key is based on This reconciliation is performed by
finding and wsing that assgnment of spe&kers that minimizes the
spesker segmentation cost function. This “maximally felicitous’
mapping preserves eker integrity, meaning that ead system
spedker is mapped to at most one reference speker, and conversely
ead reference spedker is mapped to at most one system spedker.
This results, in general, in urmapped reference speskers (missed
spe&kers) or unmapped system spedkers (false darm spedkers),
generaly depending on whether the system dedares fewer or more
spekers than the reference  The parameter values in Table 3 will
be used as the primary evaluation o specker segmentation
performance’

Table 3 Spedker Segmentation Cost Model Parameters

CMissSeg CFASeg CMisQ)kr CFASpkr CErrSpkr

1 1 1 1 1

321 Normalization of speaker segmentation cost

The speder segmentation cost function will be normdized in the
same spirit as the speeker detedion cost function. Csggpetaut IS thus
defined to be the best cost that could oltain withou processng the
inpu data. Sincethe regions of adua speed are provided, thisis
defined by aways hypothesizing, for eah segment, a single
spesker speaking wherever speed is present. Then let

CSegNorm =C /C

Seg SegDefault

4 EVALUATION CONDITIONS
4.1 Evaluation of Speaker Detedion

Speker detedion performance will be evaluated in terms of the
detedion cost function. The st function will be cmputed over
an ensemble of speed segments sleded to represent a statistica
sampling of condtions of interest. For ead of these segments a set
of spedker identities will be asdgned as test hypotheses. Each of
these hypotheses must be independently judged as “true” or “fase”

7 For the 2002 evaluation, speed segmentation will be provided.
This makes it possble for a system to manipulate its edker
segmentation ouput so as to eliminate speed segment miss and
false darm errors.
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(or “no dedsion” for the multimodal data task condtion), and the
correcnessof these dedsions will be talli ed.?

In addition to the adua detedion dedsion, a deasion score will
also be required for ead test hypothesis. This dedsion score will
be used to produce detedion error tradeoff curves, in order to see
how misses may be traded off against false darms.’

Asdiscus=d in sedion 31.3, a @nfidence score, Pr(Target|score),
is required when nodedsions are an option, as they will be with
the multi-modal data. The cnfidence score will be optional, and
not used for scoring purposes, in the detection condtions not
involving the multi-modal data.

4.1.1 Handset Labels

In previous evaluations the use of telephore handset labels (namely
either “eledret” or “carbonbutton’) has provided a significant
improvement in speeker recognition performance This labeling
was dore aitomaticdly by analysis and classficaion d the speet
signa in the triad. This yea, however, handset labels will be
provided orly for the extended data task condition.*°

4.1.2 CrossCondition Cellular Training Data

There ae two task condtions that will be evaluated using cdlular
data— one-spedker detedion and two-spedker detedion. These two
task condtions are different in bah training and test. Therefore, to
better understand performance haraderistics and to help attribute
differences in performance @rredly to training versus test, there
will be included some one-spedker test segment trials that use two-
speker models, and some two-speaker test segment trials that use
one-speker models.

4.1.3 One-Speaker Detedion — cdlular data

4.1.3.1 Training Data

Training data for ead speaker will consist of about two minutes of
speed from a single onversation. The adua duration d the
training data used will vary slightly from this nominal value so that
whole turns may be included whenever possble. Actua durations
will, however, be cnstrained to lie within the range of 110130
se@nds.

4132 Test Data

Eadh test segment will be extraded from a 1-minute excerpt of a
single @mnversation and will be the cmncaenation d all speedh
from the subjed spe&ker during the excerpt. The duration d the
test segment will therefore vary, depending on hov much the
segment speeker spoke.

8 This means that an explicit spesker detetion dedsion is required
for ead trial. Explicit dedsions are required becaise the task of
determining appropriate dedsion thresholds is a necessary part of
any spedker detedion system and is a challenging reseach problem
inand d itself.

° Dedsion scores from the various target speakers will be poded
before plotting detedion error tradeoff curves. Thusit is necessary
to namaize scores aacoss pedkers to achieve satisfadory
detedion performance

10 The Iabeling will be performed using MIT Lincoln Lab's handset
type labeler software.
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Evaluation trials for cdlular data will i nclude both “same number”
and “different number” tests. Evaluation trials may also include
some qosssex conversations, in which the model spesker and test
spedker are of oppasite sexes.

The primary evaluation condtions are:

1. “different number” tests (unless there is an insufficient
quartity of “ different number” tests).

2. The model is aone-speaker model.
3. The speet duration is between 15and 45semnds.
4. Both spe&ers are of the same sex.

Results will be tabulated separately for male and femae model
speskers. There will be no crosssex tests.

4.1.4 Two-Speaker Detedion —cdlular data

4.14.1 Training Data

Three whole mnversations (minus sme introductory comments)
will be used for training. In contrast with the one-spe&ker training
condtion, however, the two sides of ead conversation will be
summed together, and bdh the model speer and that speaker’s
conversation partner will be represented in this conversation. Thus
the challenge is to separate the speed of the two speckers and then
to dedde (corredly) which is the model speser. To make this
challenge feasible, the training conversations will be chosen so that
all spedkers other than the model spesker are represented in orly
one @nversation. Thus the model speaker, who is represented in
al three onversations, is the only speeker to be represented in
more than ore.

4142 Test Data

Eadh test segment will have aduration o nominaly 60 seconds and
will be the sum of the two sides of a mnversation. The adua
duration will vary from nominal, so that the test segment begins
and ends on a speaker turn boundry. Actual test ssgment duration
will, however, be mnstrained to lie within the range of 59-61
seoonds. Note that the duty cycle of a segment spesker may vary
from 0% to 100%.

There ae three possble caes with resped to gender for ead test
segment:  both spedkers are male; both are female; or one is male
and ore female. Performance will be computed and evaluated
separately for eah of these three caes, but the system will nat be
given prior knowledge detaili ng the gender mix of the test segment.
(Automatic gender detediion may be used, of course)

The primary evaluation condtions are:

1. “different number” tests (unless there is an insufficient
quartity of “ different number” tests).

2. The model is atwo-spegker model.
3. The speet durationis 15-45 seaconds for both spekers.
4, Both spedkers are of the same sex.

4.1.5 One-Speaker Detedion —extended data

This sdion oulines the mndtions for the one-speaer detedion
task with extended training and test data. The entire SwitchBoard-
Il corpus phases 2 and 3 will be used for this evaluation. In
addition to the amusticd data, automaticdly generated and time
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marked (ASR) transcriptions will be made available to those who
wish to use them.

4.15.1 Training Data

Spedker training data will comprise dl of one or more @mnversation
sides for a given model speaker. A jadkknife scheme that rotates
training and test data will be used in order to provide an adequate
number of tests. In order to provide unhiased results, models must
exclude test conversation-sides from target speskers and al data
from impostor spe&kers. This information will be provided in
index fil es that must be used to control the evaluation. Instructions
aregiven in sedion 82.2 for the use of thisindex file information.

Various training options exist. The aousticd data may be used
alone, the transcriptions (ASR) may be used aone, or they may be
used in combination. Note that the cnversation sides and the
transcriptions are presented in their entirety, withou excision o
deletion.

4152 Test Data

The task is one-spedker detedion. One whole @nversation side
will serve & the test segment. As in training, the aousticd data
may be used alone, the transcriptions (ASR) may be used alone, or
they may be used in combination. And as in training, the data ae
presented in their entirety for the whole cnversation side, withou
excision a deletion.

Results will be evaluated as afunction d the anourt target speeker
training data, the handset types, and spedker sex. For some but not
all true-spe&ker trials, the test handset will be anong those included
in the target speser training data. Some @osssex trials will aso
be included.

4.1.6 One-Speaker Detedion —multi-modal data

The task is one-spedker detedion. The data is recorded over three
types of inpus. body microphore, tabletop microphore and
telephore (both internal same handset and externa different
handsets). The training and test data will be text-independent and
come from one of the threeinpu types. Systems will be told the
inpu type for eat train and test file. There ae different training
and test segment lengths and all spegkers are male.

The evaluation condtions will be examining performance on same
and cross inpu condtions and be @ndtioned on training and
testing length. The original user’s manual and origina evaluation
test plan for this data ae available for more detail ed information.
This evaluation, however, will involve only the “Level 1" and
“Level III” testing of the origina evaluation gan, and the data
names and arganizaion and submisgon formats (seesedions 8 and
9) will be different.

4.2 Evaluation of Speaker Segmentation

Data for the speeker segmentation task will be drawn from a variety
of different sources, including telephore @nversations, broadcast
news, and medings. The duration d eah segment will be
approximately one to two minutes. The number of spedersin a
test segment will not be given. However, the source type (being
“telephore mnversations’, “broadcast news’, or “medings’), will
be given. All speedh data will be limited to the English language.
Furthermore, time marks will be provided to indicae speed and
sil ence segments.
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5 DEVELOPMENT DATA

The evaluation chta for the different parts of last yea's evaluation
will serve @ the development data for correspondng parts of this
yea's evaluation. Please refer to last yea's evaluation dan for
detail s,

The FBI Voice Database mntains a small development data subset,
described in the original evaluation test plan. This development
data is available on request from NIST for any site planning to
participate in the multi-modal portion d thisyea’s evaluation.

6 EVALUATION DATA
6.1 One-speaker detedion —cdlular data

The evaluation data will be drawn from the new Switchboard
Celular Corpus, Part 2. All conversations will have been
processed through echo cancding software before being used to
creae training and test segments.

Training and test segments will be mnstructed by concaenating
conseautive turns of the desired spesker (but note sedion 41.2).
Each such segment will be store & an 8bit mu-law continuows
speed signal in a separate SPHERE file. The SPHERE header of
ead such file will contain some auxiliary information as well as
the standard SPHERE header fields.

There will be @ou 400 target speakers and abou 3500 test
segments.  Each test segment will be evaluated against 11
hypothesized speakers of the same sex as the segment speeker.

6.2 Two-speaker detedion —cdlular data

The same data will be used as in ore-speker detedion with
cdlular data. The training and test data will have the two sides of
the mnversation summed together (but note sedion 41.2). The
training segments will consist of whole @mnversation sides. The
test segments will ead be gproximately one minute in duration.
The one-spedker test segments (sedion 61) will be mncaenated
one-spedker excerpts from these segments.

There will be @ou 400 target speakers and abou 1500 test
segments.  Each test segment will be evaluated against 22
hypothesized speders.

6.3 One-gpeaker detedion —extended data

The Switchbaard-1l Corpus, Phases 2 and 3 will serve @ the
evaluation data for the etended data evaluation.  Speed
recognition ouput of this data will also be made available. The
audio data must be obtained from the Linguistic Data Consortium
(LDC)*? which makes it avail able for saleto nonrmembers. (Phase
2 is currently available, and Phase 3 will be avallable ealy in
2002)

6.4 One-gpeaker detedion —multi-modal data

The data is digitized at 16 KHz. with 16-bit pcm samples. It is
further described in the original user’s manual and the original
evaluation test plan documents noted previously.

1 The year 2001speaker reagnition evaluation dan may be
accessd from http://www.nist.gov/speedv/tests/spk/200X/doc/

12 Corpus information may be found onthe LDC website:
http://www.ldc.upenn.edu/Catalog/by type.html - speed.telephore
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6.5 Speaker segmentation — various data sources

The number of test segments will be gproximately 600, no more
than 200from ead data source They will al be in English and
have aduration o one to two minutes. The number of speakersin
ead segment will vary and will not the spedfied. The telephore
conversation segments will be drawn from the various parts of
Switchboard (land-line and cdlular) and/or from the LDC's
CallHome and Cadl Friend Corpora. The broadcast news ssgments
will be drawn from the various Broadcast News Corpora olleded
by the LDC. The meding segments will be drawn from meeings
colleaded by NIST in its Meding Data Colledion Laboratory. The
broadcast news and meding segments will have a 16 KHz.
sampling rate with 16-bit pcm samples.

7 EVALUATION RULES

In order to participate in the 2002 spedker recognition evaluation, a
site must complete, in its entirety, at least one complete evaluation
of one of the four evaluation task condtions.*®

All participants must observe the following evaluation rules and
restrictions:

» Eadc dedsionisto be based orly uponthe spedfied test segment
and target speaker. Use of information abou other test segments
and/or other target speakersis not all owed.** For example:

* Normalization over multiple test segmentsis not al owed.
» Normalizaion over multiple target speakersis not all owed.

» Use of evaluation cata for impaostor modeling is not all owed
(except for the extended data test as indicated in the index
files).

* The use of manually produced transcripts or other information
for training is not al owed.

» Knowledge of the sex of the target speaker (implied by data set
diredory structure asindicated below) is all owed.

» Knowledge of the sex of the spe&ker(s) in the test segment is not
alowed (except as determined by automatic means, of course).

* For the segmentation task, knowledge of the number of spekers
present is not alowed, except as determined by automatic
means.

» For the segmentation task, knowledge of the source type
(“telephore mnversations’, “broadcast news’, or “medings’), is
alowed, and will be suppied.

e Listening to the evaluation ckta, or any other experimenta
interadion with the data, is not alowed before dl test results
have been submitted. This applies to training data & well as test
segments.

13 Participants are encouraged to do as many tests as posshle.
However, it is absolutely imperative that results for al of the test
segments and target spedkers in atest be submitted in order for that
test to be wnsidered valid and for the resultsto be acceted.

14 This means that the techndogy is viewed as being "application
ready”. Thus a system must be ale to perform speker detedion
simply by being trained on a spedfic target speser and then
performing the detedion task on whatever speech segment is
presented, withou the (artificial) knowledge of other test data.
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» Knowledge of the “start” and “ending” times that were used to
construct the test segments (foundin the SPHERE header -- see
SPHERE Healer Information, below) is &l owed.

» Knowledge of any information avail able in the SPHERE header
isallowed.

8 EVALUATION DATA SET ORGANIZATION

8.1 One-speaker detedion —cdlular data

The evaluation data set organizaion d the cdlular telephore data
will be:

« Asingletopleve direcory used as aunique label for the
disk: “sid01cIN” where N is adigit identifying the disc.

. Under which there will be three diredories “train”
“test” and “doc”

e “train” and “test” will both contain “male’” and
“female” subdredories which in turn will contain the
appropriate data

e Training data will be aSPHERE formatted file. The file
name will be a four-digit spesker ID with a “.sph”
extension.

e Test data will be pseudo randam names consisting of
four charaders followed by a “.sph” extension.

e Each test subdredory will contain an index file
(detedN.ndx) that identifies the evaluation trials to be
performed, where “N” is a digit. (This will provide
different index names even if the male test datais real
out acossmorethan 1 dsc.)

8.2 Two-speaker detedion — cdlular data

The evaluation data set organizaion d the cdlular telephore data
will be:

« Asingletopleve direcory used as aunique label for the
disk: “sid02cIN” where N is adigit identifying the disc.

. Under which there will be three diredories “train”
“tﬂ" and Hdocll

e« The“train” direcory will contain al the speet data to
be used for training the various models. There will aso
be two lists (“m_train.Ist” and a“f_train.Ist”). Each list
will contain ore record per line, with arecord consisting
of amodel id followed hy three sphere waveforms to be
used to crede the model. Each field in the training lists
will be separated by white space

e The “tet” will contain the two-spesker evaluation test
data and will be pseudorandom names consisting of four
charadersfollowed by a “.sph” extension.

e The test subdredory will contain an index file
(detedN.ndx) that identifies the evaluation trials to be
performed.

8.3 One-speaker detedion — extended data

The SwitchBoard-Il phase 2 corpus will serve & the primary data
set for the extended data evaluation. In addition, NIST will provide
a spedker-conversation table and an evauation control file to

page 6 of 9

February 27, 2002



suppat system development and to define the evaluation test.
These two fil es are avail able viaweb access™®

8.3.1 The speaker-conversation table

The spe&ker-conversation table is a fil e that gives the cnversation-
side filenames for eath spesker in the orpus.'® The format for
thesereardsis:

speaker = SPKR-ID, sex = S, conversation-sides = { CNV-
SIDE}

where:
SPKR-ID isthe spe&er identifier,
Siseither M (for male) for F (for female), and

CNV-SIDE is a @mnversation side identifier. CNV-SIDE is
defined to be the identification number of a @nversation
followed by either A (for the cdler) or B (for the cdlee. For
example, “1234A". {CNV-SIDE} is the set of al
conversation sides in the SwitchBoard corpus for which
speer SPKR-ID isthe spesker, whitespace separated.

8.3.2 The evaluation control file

A single evaluation cortrol file will be used to supervise the
evaluation. Thisfilewill control the aedion d models and define
the testing of those models. The structure of the control file will
acommodate systems that creae abadkground model in addition
to the obligatory target model. This control of badkground model
credion is necessry to ensure unhiased testing, becaise of the
jadkknifing of training and test data within the test corpus.

Because of the jadkknifing of training and test data, multiple
badgroundmodels will need to be aeaed duing the curse of the
extended data test. Reaognizing that badground model credion
can be the most time @nsuming part of system development, the
evaluation control file will be structured to reduce the number of
badkgroundmodels needed.

The evaluation control file will contain records of three different
types. The first type will be the badground model spedficaion
record. Then, for eat badkground model spedficaion there will
be one or more target model spedficaionrecords. Finaly, for eat
target model there will be one or more trial spedficéaion records.

The format for the badkgroundmodel spedficaionrecord is:
BM: excluded-speakers = { SPKR-ID}
where:

SPKR-ID is a speker identifier, and { SPKR-ID} is the set of
speakers that must be excluded from the badground mode,
whitespace separated. (These spedkers are those from whom
test datawill be drawn.)

The format for the target model spedficaionrecrd is:
TM: MODEL-ID target-sides = { CNV-SIDE}
where:

MODEL-ID is a unique modd identifier. Thisisrequired for
the extended data task becaise there ae multiple models for

15 At http://www.nist.gov/speedi/tests/spk/2002extended-datal

18|t is mandatory to use the information in this table.
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ead spe&er in this task. Having a unique model ID is
therefore needed in order to unquely associate a particular
detedion ouput with the model that produced it.

{CNV-SIDE} is the set of conversation sides (spoken by the
target spedker) from which the target model is to be aeded,
whitespace separated. These mnversation sides are the only
data that may be used to creae the target spesker model.
There will be no more than 30 of these mnversation sides per
model.

The format for the trial spedficationrecord is:
test-sides = { CNV-SIDE}
where:

{CNV-SIDE} isthe set of conversation sidesto be used as test
segments, whitespace separated, with ore trial per test
segment. {CNV-SIDE} contains data for both the target
spe&er and impostors.

The evaluation control file will spedfy no more than 10 dfferent
badkground models, no more than atotal of 5,000 dfferent target
models, and no more than an aggregate total of 60,000 dfferent
trials. Some adosssex trialswill beincluded in the evaluation.

8.4 One-speaker detedion —multi-modal data

The evaluation data set organizaion d the multi-modal data will
be:

* A single top level diredory used as a unique label for
eahh o the five multi-modal evaluation dscs:
“sid02mm1”, “sid02mm2”, “sid02mm3”, “sid02mm4”
and “sid02mmb5”.

*  Under which there will be threediredories “train” (on
the first two discs only), “test” (on dscs two through
five), and“doc” (same dataondl five discs).

e The “train” diredory will contain ore sub-diredory for
ead of the 388 models to be aeded. The names of these
subdredories will be afour-digit ID followed by a letter
representing the inpu device, followed by a two-digit
number. (Sample: 1313VM02) In ead of these “model”
subdredories there will be dther one or four SPHERE
formatted files to be used to train that model.

e The “test” direcory will contain the test datain SPHERE
formatted files.  The naming convention will be:
fvl_XXXX .sph, where XXXX is a four-digit number.
There will be one index file (detedX.ndx, where X
corresponds to the disc) that identifies the evaluation
trials to be performed. The first field of the index file
will be the test-segment, followed by a list of models to
be evaluated.

e The “doc” diredory will contain threetext files.

o “trainlst.txt” will contain two colon separated
fields. The first field will identify the model
and the second will be a omma-separated list
of the SPHERE formatted files available for
training the model.

o “trnlabel.txt” will contain two colon separated
fields. The first field will identify the model
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and the second will i dentify the input device
Possbleinpu devicesinclude:

= M —Microphore
= B -Body microphore
= T -Telephore.

0 “tstlabel.txt” will contain two colon separated
fiddds. The first field will identify the test
segment and the second will i dentify the input
device(M, B or T).

8.5 Speaker Segmentation — various data sources

The speeker segmentation task will make use of data from various
sources, including Broadcast News, telephore mnversations, and
medings. More detailed information will be included in future
releases of this evaluation dan. Thisinformationwill also be made
available from the 2002 NIST Specker Reamgnition evaluation
website: http://www.nist.gov/speed/tests/spk/2002

9 FORMAT FOR SUBMISSON OF RESULT S

Results for ead test must be stored in asinglefile, acwrding to the
formats defined in this sdion. The file name shoud be intuitively
mnemonic and shoud be onstructed as“SSSN_TTT”, where

* SSSidentifies the site,
* N identifies the system, and
e TTT identifiesthe task (1sp, or seq).

9.1 Speaker Detedion Test Results

Sites participating in the one-speaker evaluation tests must report
results for whole tests, including al of the test segments. These
results must be provided to NIST in a single results file using a
standard ASCII format, with ore record for ead dedsion. Each
record must document its dedsion with the target identification,
test segment identificaion, and dedsion information. Each record
must contain seven fields'’, separated by white space ad in the
following order:

1. Thesex of thetarget spesker — M or F
2. Thetarget model ID*® (a four digit number)

3. Thetest — (1C for one-spesker detedion— cdlular data, 2C for
two-spe&er detedion — cdlular data, 1E for one-spesker
detedion — extended data, 1M for one-speker detedion —
multi-modal data.)

4. The test segment identifier. This s the test segment file name
(exduding dredory andfile type) for al of the tasks except the
extended datatask, in which caseit isthe onversation-side ID.

5. Thededsion—T or F (is the target speaker judged to be the
same as the speaker in the test segment)

6. The score (where the more pasitive the score, the more likdy
the target speaker)

1" The seventh field is optional except for the multi-modal data
condition.

18 The target model ID is smply the spesker 1D, except for the
extended data task. For the extended data task, detedion trials are
performed for multiple models for eah speker, and therefore a
target model ID isrequired to uriquely identify the trials.
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7. The oonfidence of the target spedker, as defined in sedion
3.1.3.2° Note this corfidence score is required for the multi-
model condtion d one speser detedion.

9.2 Segmentation Test Results

Sites participating in the segmentation evaluation must report
results for the whole test for ead system tested. Each of these
results must be provided to NIST in a single results file using a
standard ASCII format. This file shodd be a ©oncaenation d all
segment records. A segment record shoud be aeaed asfollows:

<segment filename=SEGMENT_NAME>
START_TIME END_TIME SPEAKER_ID
START_TIME END_TIME SPEAKER_ID

</segment>
where:
<segment ...> ldentifies the beginning of segmentation record.

SEGMENT NAME: The test segment fil e name (four
alphanumeric characters.)

START_TIME: The starting interval time (to the hundredth of
a semnd).

END_TIME: The ending interval time (to the hund-edth of a
seand).

SPEAKER _|ID: The speaer cluster this sgment belongs to
[0-9].

</segment> ldentifies the end o a segmentation record.

Evauation for the three sources of data will be performed
separately, but since eab site is required to processall three data
sources, the system output shoud be submitted in orefile.

There will be no more than 10 unique spedkers per test segment.
Each segment record shoud make use of the ten dgits 0-9 to
represent a spe&ker cluster, beginning with 0 and incrementing by 1
for each new spedker.

Due to the theoreticdly unlimited size of the results file for the
segmentation task, a pradicd limit will be imposed onthe sizeof a
single resultsfile. All results files must be lessthan 100MB in size
uncompressed.

10 SysTEM DESCRIPTION

A brief description o the system(s) (the dgorithms) used to
produce the results must be submitted along with the results, for
ead system evaluated. It is permissble for a single site to submit
multiple systems for evaluation for a particular test. In this case,
however, the submitting site must identify one system as the
"primary" system for the test prior to performing the evaluation.

Sites must report the CPU exeaution time that was required to
processthe test data, as if the test were run onasingle CPU. Sites
must also describe the CPU and the anourt of memory used.

19 The mnfidence of the target speaker is required in order to all ow
NIST to evaluate performance for different applicaion parameters
for dedsion strategies that include ano-dedsion ofion.
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11 SCHEDULE

The dealine for signing up to participate in the evaluation is
March 1, 2002

The evaluation data set CD-ROM's will be distributed by NIST on
March 18 2002

The deadline for submisson d evaluation results to NIST is April
15,2002

Room reservations for the foll ow-up workshop must be receved by
(adate to be determined).

The foll ow-up workshop will be held onMay 20-21 at a locaion
yet to be determined. Those participating in the evaluation are
expeded to present and dscusstheir findings at the workshop.

12 GLOSSARY

Trial — Theindividual evaluation urit for ead task involving a test
segment and (except for segmentation) a hypothesized speaker.

Target (true speaker) trial — A tria in which the adual speaker of
the test segment is in fact the target (hypothesized) speker of the
test segment.

Non-target (impostor) trial — A trial in which the adua spedker of
the test segment is in fact not the target (hypothesized) speaker of
the test segment.

Target (model) speaker — The hypothesized speser of a test
segment, one for whom a model has been creaed from training
data.

Non-target (impostor) speaker — A hypothesized speeker of a test
segment whoisin fad not the adual speeker.

Segment speaker — The adual spedker in atest segment.

One-session training — Training data for atarget spesker consisting
of speed extraded from asingle cnversation.

Two-session training — Training data for a target speeker
consisting of speed extraded from two different conversations.

Turn — The interval duwing a cnversation duing when ore
participant speaks whil e the other remains slent.
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