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Charles University in Prague
Center for Computational Linguistics

{cmejrek,curin,havelka}@ckl.mff.cuni.cz

1 Introduction

We present an approach using treebanks in machine translation. Our experiment in
Czech-English machine translation is an attempt to develop a full machine transla-
tion system based on dependency trees (Dependency Based Machine Translation,
DBMT). We use the following resources: Prague Dependency Treebank, a newly
created Czech-English parallel corpus of Penn Treebank, English monolingual cor-
pus, and translation lexicons. The fully automatic process includes analysis of the
Czech input into tectogrammatical (semantic) representation, lexical and structural
transfer, a simple rule-based system for generation to English surface realization,
and an � -gram language model for scoring and choosing from translation hypothe-
ses. The results are evaluated quantitatively with BLEU score.

2 Data Resources

Prague Dependency Treebank [7] is a project aiming at a complex annotation of a
corpus containing about 1.5M word occurrences (about 100k sentences) in Czech.
The annotation, which is based on dependency syntax, is carried out in three steps:
morphological, analytical, and tectogrammatical. The first two steps have been
finished so far, presently, there are about 50k sentences tectogrammatically an-
notated. Dependency trees represent the sentence structure as concentrated around
the verb and its valency; we use tectogrammatical dependency trees devised to cap-
ture the linguistic meaning of the sentence. In a tectogrammatical dependency tree,
only autosemantic (lexical) words are represented as nodes, dependencies (edges)
are labeled by tectogrammatical functors denoting semantic roles, the information
conveyed by auxiliary words is stored as special attributes of the nodes.



Czech-English Penn Treebank is a human translation of a considerable part of
Penn Treebank [8]. The translators were asked to translate each English sentence
as a single Czech sentence and also to stick to the original sentence construction
if possible. In the experiment, we have used about 11k sentence pairs. For both
training and evaluation measured by BLEU metrics, 490 sentences were retrans-
lated back from Czech into English by 4 different translators. The Czech sentences
were also manually annotated on tectogrammatical level.

The transfer module of the DBMT system uses a translation dictionary. There
were three different sources of Czech-English manual dictionaries available, two of
them were downloaded form the Web, and one was extracted from Czech and En-
glish EuroWordNets. To each Czech entry, POS tag and lemma were assigned. We
selected a few relevant translations for each entry taking into account the reliability
of the source dictionary, the frequencies of the translations in the English monolin-
gual corpus, and the correspondence of the Czech and English POS tags. To make
the dictionary more sensitive to the specific domain of financial news, the trans-
lations were weighted. By running GIZA++ (Och and Ney [9]) translation model
training on the training part of the Czech-English parallel corpus (7,412 sentences)
extended by the manual dictionaries, we obtained a probabilistic Czech-English
dictionary.

3 DBMT System Overview

The DBMT has the vintage analysis–transfer–generation architecture.
The Czech sentence is automatically tokenized, morphologically tagged, and

each word form is assigned a lemma, i.e. a basic form, by Hajič and Hladká [5]
tagging tools. A statistical dependency parser (either Collins parser [4], or Char-
niak parser [2]) is used to obtain the analytical representation. Then the analytical
structure is converted into tectogrammatical representation using linguistic rules
(Böhmová [1]), and tectogrammatical functors are assigned by a C4.5 classifier
(Žabokrtský [11]).

In transfer, tectogrammatical base-form attribute of autosemantic nodes is re-
placed by its English equivalent found in the Czech-English probabilistic dictio-
nary. We use contextual boundness for the reordering of constituents in the English
counterpart of the Czech tectogrammatical structure and for determining the def-
initeness of noun phrases; here we make use of the fact that Czech is a language
with a relatively high degree of word order freedom and in its written form it uses
mainly left to right ordering to express the information structure.

When generating the surface form, an appropriate verb form is chosen (the ac-
tive or passive voice, tense, mood, person are determined according to or taken



MT system BLEU – devtest BLEU – evaltest

DBMT with Collins parser 0.1857 0.1634
DBMT with Charniak parser 0.1916 0.1705
DBMT on manually annotated trees 0.1974 0.1704
GIZA++ & ReWrite – word forms 0.0971 0.0590
GIZA++ & ReWrite – lemmatized 0.2222 0.2017
MAGENTA WS’02 0.0640 0.0420
Avg. BLEU score of human retranslations — 0.5560

Table 1: BLEU score of different MT systems

over from the semantic representation of the sentence). A packed-tree format is
used to represent multiple variants of insertions of prepositions and articles. Rules
for possible insertions are both manually written and automatically extracted from
the data. The rules describing surface realization by preposition take into consider-
ation the tectogrammatical functor, the original Czech preposition, and the English
translation. The main criteria for inserting articles are contextual boundness and
syntactico-semantic properties of a noun phrase. A simple module combining sta-
tistical and rule-based approaches generates the surface word form from the lemma
and morphological tag. Finally, the packed-tree representation is unwrapped into
an � -best list, scored by an � -gram language model for English, and the translation
with the highest score is selected as the result.

4 Evaluation of Results and Conclusion

We carried out two experiments: an experiment implementing fully automatic
translation from Czech plain text, and another experiment skipping the analysis of
Czech into tectogrammatical representation with manually annotated tectogram-
matical trees as input. We evaluated our translations with IBM’s BLEU evaluation
metric (Papineni et al. [10]) on 490 sentences and their four different reference
human retranslations. For comparison, we also evaluated, on the same test set and
with the same metric, results of GIZA++/ISI ReWrite Decoder (Germann et al. [3])
and the MAGENTA system (Hajič et al. [6]). The final results are presented in Ta-
ble 1. Both our experiments show a considerable improvement over MAGENTA’s
performance, and they also score better than GIZA++/ReWrite trained on word
forms, but we were still outperformed by GIZA++/ReWrite trained on lemmas. In
order to further improve our results, we plan to integrate the language model into
the translation process as soon as the transfer and generation steps.
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