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ABSTRACT 

This paper describes recent work towards development of new 
corpora and tools for Turkish speech research. This effort 
represents an on-going collaboration between the Center for 
Spoken Language Research (CSLR) at the University of 
Colorado and the Department of Electrical Engineering at the 
Middle East Technical University (METU).  A new text corpus 
developed from Turkish newspapers’ text is described. In 
addition, a 193-speaker audio corpus and pronunciation lexicon 
for the Turkish language is developed.   We then describe our 
initial work towards porting Sonic, the CSLR speech 
recognition system, to the Turkish language.  Results are shown 
for phonetic alignment and phoneme recognition accuracy using 
the newly constructed corpus and speech tools.  It is shown that 
91.2% of the automatically labeled phoneme boundaries are 
placed within 20 msec of hand-labeled locations for the Turkish 
audio corpus.  Finally, a phoneme recognition error rate of 
29.3% is demonstrated. 

1. INTRODUCTION 

Developing text and audio corpora is one of the biggest issues 
in speech technology. For languages like American English, 
phonetically rich and large corpora like TIMIT [1], Wall Street 
Journal and Switchboard are used. One of the biggest problems 
for Turkish speech processing researchers has been the lack of 
phonetically rich databases. There have been recent attempts to 
develop audio and text corpora for Turkish speech research. 
Interactive Systems Laboratories has collected a multilingual 
audio database, the GlobalPhone, which include speech from 
Turkish newspapers, read by 100 speakers, 20 minutes of each 
[2]. Moreover, METU’s Informatics Institute is working on a 
corpus project in collaboration with Sabanc� University in 
Turkey to develop a morphologically and syntactically 
annotated text corpora for Turkish [3].  
 
In this paper, we present our work on developing a new corpus 
and speech recognition tools for Turkish speech research. 
Section 2 describes the development of a phonetically balanced 
text corpus and the audio corpus. Section 3 describes the speech 
recognizer and phone aligner developed for American English 
at CSLR. Issues related to system porting to Turkish are 
discussed. The paper concludes in Section 4 by presenting 
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2. LEXICON AND CORPORA 

evelopment of the Lexicon 

rn standard Turkish is a phoneme-based language like 
sh or Japanese, which means phonemes are represented by 
s in the written language. It may also be true to say that 
is nearly one-to-one mapping between written text and its 
nciation. However, some vowels and consonants have 
ts depending on the place they are produced in the vocal 
[4]. For example, the letter a in the word laf [laf] is 
rsal, while in almak [α�mαk], a’s are postdorsal. 
fore, 29 letters in the Turkish alphabet are represented by 
onetic symbols in [4].  

U has developed a new letter-to-phone conversion rule set 
s based on the phonetic symbol set described in [4]. These 

have been developed by observing the phonetic 
riptions of the letters in the dictionary and determining the 
tions in which they appear. These conditions are phonetic 
xt and position in the word. Since the IPA symbols in [4] 
ifficult to use for our applications, symbols in the Speech 
sment Method Phonetic Alphabet (SAMPA) dictionary 
ve been matched to the symbols in [4] and they have been 
 SAMPA has not been previously applied to the Turkish 
age, therefore some additions to the existing SAMPA 
ols were necessary. However, SAMPA symbols have poor 
bility since they include characters such as numbers and 
uation symbols. This has led us to develop a new 
ified alphabet called METUbet.  The choice of symbol 
tting in METUbet is similar to that used within ARPAbet 

merican English.  

apping of the SAMPA characters to the METUbet 
cters is shown in Table 1. METUbet has 39 phonetic 
sentations compared to the 45 phonetic SAMPA 
sentations. The reason is that the open-short and closed-
forms of the letters u, ü, o, ö, and i are represented by the 
 phonetic symbol in METUbet. The closed-long forms of 
 letters appear when they are preceding ���soft g, which 
s only the lengthening of those letters [4]. This does not 



need to be considered for the phonetic alignment and phoneme 
recognition using Hidden Markov Models.  

IPA SAMPA METUbet Example 
α A AA an� 
a a A laf 
e e E elma 
ε E EE dere  
i i IY i��� 
 I IY simit 

ï 1 I �s� 
 O O soru 

o o O o���� 
� U U kulak 
u u U u�ur 
œ 2 OE örtü 
ø 5 OE ö���� 

 Y UE ümit 
y y UE dü�	� 
b b B bal 
d d D dede 
g G GG karga 
 g G genç 

h h H hasta 
 Z J müjde 

k k KK ak�� 
c c K kedi 
l L L leylek 

 l LL kul 
m m M dam 
n n NN an� 

 N N süngü 
p p P ip 
r r R raf 
 R RR �rmak 
 4 RH bir 

s s S ses 
 S SH a�� 

t t T ütü 
v v VV var 
 w V tavuk 

j j Y yat 
:  yy Y huy 
z z Z az�� 

 zz ZH yoz 
 DZ C cam 
 TS CH seçim 

f f F f���� 
: : GH dü�me 

Sil Sil SIL “silence” 

Table 1: Mappings of IPA, SAMPA and METUbet 

2.2. Text Corpus 

Text data has been collected from web pages of Turkish 
newspapers. This corpus has been normalized to expand 
numbers and abbreviations. Words coming from other 
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ages like proper nouns have been deleted. The normalized 
ncludes 2,529,850 words. This text has been converted to 
Ubet symbols. Using this text corpus, we provide some 
t into the frequency of the occurrence of triphones within 
urkish language. The number of triphones in terms of 
Ubet characters in this corpus was found to be 29,266. The 
frequent 10 triphones in this corpus is shown in Table 2.  

METUbet 
Triphone 

Example  
Words 

Occurrence 
Rate (%) 

EE RR IY  evlerini 2.74  
LL A RR  atlar��� 2.67 
L EE RR  evleri 2.61 
B IY RH  bir 2.54 
N D AA  y���nda 2.20 

IY NN IY  evini 1.96 
RR IY NN  evlerinde 1.70 

A RR I  atlar� 1.69 
IY L EE  ile 1.67 
I NN I  at���n 1.63 

Table 2: Most frequent triphones in Turkish 

Audio Corpus 

udio corpus has been developed for Turkish speech 
nition research. To this end, a phonetically balanced set of 
nces was constructed for Turkish. The sentences were 
oped by translating the first 2000 sentences of the 
ican English TIMIT database into Turkish. Then they 
converted to METUbet representations and the triphone 
encies of these sentences were compared to those of the 
ra from the newspaper websites. The number of triphones 
ccur at least once in these sentences was 9,492. The most 
ent triphones from both corpora were found to be highly 
ated. 462 sentences have been added in order to ensure 
age for the most frequent 5000 triphones for Turkish. The 
ented list includes 11,033 triphones. The resulting 2462 
nces have been used to develop the audio database.  

audio database is being collected by METU. For each 
er, a total of 40 sentences are randomly selected from the 
sentence database and recorded. To-date, 193 speakers 
male and 104 male speakers) have been recorded. The age 
 is from 19 to 50 years with an average of 23.9 years. Our 
is to collect 500 speakers total. The speech is being 
ted in office quality with a Sennheiser microphone ME 

The data is being digitally recorded with a Sound Blaster 
 card on a PC at a 16 kHz sampling rate (16 bit, PCM 
t). Each recording session is accompanied by a text file 
ists the 40 randomly selected sentences.  In addition, the 
ing date, the age of the speaker and the geographic region 

urkey where the speaker has grown up is recorded.  
cts are collected from mainly the students, faculty and 
n METU.   

inal audio corpus consists of audio files and associated text 
riptions. Audio files are checked for misreadings and 
tions. In cases of misreadings, either the corresponding 
ile is corrected or the sentence is deleted completely.  



3. TURKISH SPEECH RESEARCH TOOLS 

Development of new speech technologies for the Turkish 
language will require accurately labeled and annotated corpora.  
In this work, we consider porting the CSLR speech recognition 
toolkit (Sonic) [6] to the Turkish language.  The resulting port 
has aided in the development of a new corpus that has been 
phonetically labeled at the word, phoneme, and HMM-state 
level.  In the next section, we describe the CSLR recognizer and 
discuss methods and issues encountered during the port to 
Turkish.  Finally, we evaluate the performance of the system by 
measuring the phoneme recognition error rate and phonetic 
alignment accuracy on a test set derived from the newly 
collected Turkish speech corpus. 

3.1. Speech Recognizer 

For this work we use Sonic [6], the University of Colorado large 
vocabulary speech recognition system.  Sonic is a continuous 
density hidden Markov model (CDHMM) based 
recognizer.  The acoustic models are decision-tree state-
clustered HMMs with associated gamma probability density 
functions to model state-durations.  The recognizer toolkit can 
be used for large vocabulary continuous speech recognition, 
keyword and phrase spotting, as well as phoneme recognition.   
Sonic incorporates speaker adaptation and normalization 
methods such as Maximum Likelihood Linear Regression 
(MLLR) [7], Parallel Model Combination (PMC), Jacobian 
Adaptation, and Vocal Tract Length Normalization (VTLN) [8].  
Advanced language-modeling strategies such as concept 
language models [9] are also incorporated into the toolkit.   
  
The recognizer implements a two-pass search strategy.  The 
first pass consists of a time-synchronous, beam-pruned Viterbi 
token-passing search.  Cross-word acoustic models and trigram 
language models are applied in the first pass of search.  During 
the second pass, the resulting word-lattice is converted into a 
word-graph.  Longer span language models can be used to 
rescore the word graph using an A* algorithm or to compute 
word-posterior probabilities to provide word-level confidence 
scores [10]. 
 
Sonic has been benchmarked on several standard continuous 
speech recognition tasks for American English and has been 
shown to have competitive recognition accuracy to other 
recognition systems evaluated on similar data.  Performance 
metrics are shown in Table 3. 

3.2. Phonetic Aligner 

The phonetic aligner within the Sonic toolkit generates word, 
phoneme, and HMM-state level alignments of audio corpora.  
The aligner is typically used for acoustic training (by providing 
state-level alignments of the acoustic feature for decision-tree 
state clustering).  Phonetic aligners can also be used for other 
applications such as generating phoneme positions for lip-
synchronization, general speech analysis, or to provide initial 
phoneme locations for development of text-to-speech 
synthesizers.   The alignment algorithm matches sequences of 
HMM states to extracted features by using the Viterbi 
algorithm.  The aligner also automatically determines locations 
of silence or speaker pause and can determine the pronunciation 
of words from sets of alternate pronunciations.   
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Task 
Vocabulary  

Size 
Word Error  

Rate 
Real-Time  

Factor 
I-Digits 11 0.4% 0.1 
municator 3k 15.8% 1.6 
WSJ 5k 5.9% 1.5 

itchboard 40k 32.9% 9.1 

 3: Word error rate for the CSLR recognizer on several 
 TI-Digits, DARPA Communicator telephone based travel 
ing domain, Nov’92 Wall Street Journal (WSJ) 5k test set 
ub5 Switchboard task.  Real-time factors are for first-pass 
ing on an 800 MHz Intel Pentium III. 

ssues in porting from English to Turkish 

 uses the Sphinx-II phoneme symbol set [11]. 
lization of the recognizer’s acoustic models to Turkish was 
rmed by mapping Sphinx-II symbols to the acoustically 
st equivalents in METUbet.  The mapping is shown in 
 4. We found that there was no acceptable mapping for the 
sh phoneme GH, soft g, that is used to denote lengthening 
 previous vowel sound.  Therefore we have not used it for 
cognizer and the aligner applications. The aligner outputs 
 in word-level, but not in phone level alignments, but 
d outputs the previous vowel in lengthened form.  

hinx-II METUbet Sphinx-II METUbet 
AA AA, A M M 
AX OE N NN, N 
B B O O 

CH CH P P 
D D R RR, R, RH 

EH EE, E S S 
F F SH SH 
G GG, G SIL SIL 

HH H T T 
IX I UH U, UE 
IY IY V VV, V 
JH C Y Y 
K KK, K Z Z, ZH 
L LL, L ZH J 

e 4: Sphinx-II to METUbet phonetic symbol mapping 

Turkish corpus was used to improve the accuracy of 
tic alignment system originally developed for English. 

r-to-Phoneme (Letter-to-METUbet) rules for Turkish have 
used to develop a dictionary of the words in the 2462-
nce corpus. A set of decision tree questions was developed 
urkish and used for acoustic model training. As a 
ning step, the 36 questions have been determined based on 
 and manner of articulation [4].  

irst 100 speakers of the audio corpus were used to train 
sh acoustic models of the aligner.  Using the initial 
ing shown in Table 4, the corpus was aligned at the 
-state level and models were then retrained using decision 

state clustering.  The resulting aligner is capable of 



providing word-level and phoneme-level boundaries for 
Turkish.  The phonemes are represented by METUbet symbols 
at the output of the aligner.  
 
For phoneme recognition experiments, the 2.5 million-word text 
corpus has been converted to METUbet symbols using text-to-
phoneme rules that we have developed. This corpus was used to 
develop a back-off trigram phoneme language-model. 

4. EXPERIMENTS 

Experiments were conducted by randomly selecting 20 
speakers (10 male and 10 female) from a held-out test set. A 
total of 40 sentences from each of the speaker were aligned 
using the Turkish phonetic aligner. The alignments were 
corrected by hand and compared to the alignments produced by 
the automatic method. Results of comparing boundary 
misalignments from human-corrected and automatically 
labeled segments are shown in Table 5. Here we see that 53.7% 
of the misalignments are within 5 msec of the hand-labeled 
locations. Errors in pronunciation prediction introduced by 
letter-to-sound rules for Turkish are not considered in this 
work. These results are comparable to those obtained using 
TIMIT [12]. 
 
Phoneme recognition using decision tree state clustered HMMs 
was also performed on the test-set using a back-off phoneme 
trigram language model trained from the newspaper text corpus.  
Results of phoneme recognition experiments both with and 
without iterative unsupervised MLLR adaptation are shown in 
Table 6. Phone error rates are calculated with respect to the 
hand-corrected reference transcriptions. Here we see that the 
overall phone error rate was found to be 29.3%. To the best of 
our knowledge, the only phone error rate of Turkish that has 
been reported is 44.1% [2] with 29 phonemes without phoneme 
language modeling. 
 

Misalignment Tolerance 
Percent of Automatically 

Placed Phoneme 
Boundaries 

� 5 msec 53.7% 
���	��� 67.6% 
���	��� 91.2% 
���	��� 98.1% 
���	��� 99.3% 

Table 5: Percent of automatically placed phoneme boundaries 
within a fixed distance from the hand-labeled reference. 

5. CONCLUSIONS 

This paper has presented the work towards new corpora and 
tools for Turkish speech research. Moreover, a new phonetically 
balanced audio corpus of 193 speakers has been presented along 
with a text-corpus collected from newspapers in Turkish.  Based 
on our work for speech recognition and phonetic alignment, we 
propose a phonetic symbol set, METUbet and demonstrate its 
use within a Turkish port of the CSLR’s speech recognition 
toolkit. The resulting Turkish phonetic aligner yields 
misalignments of less than 5 msec in 53.7% of our test set 
phoneme transitions. This aligner has been used to provide 

word-
audio
Turki
after 
 

Ge
M

Fe
O

 
Table
show
iterat

Th�
devel
Mutlu
����
Yüce
work 
throu
'()*
Turke

[1] T
h

[2] S
L
R

[3] D
A
h

[4] /
�

[5] S
h

[6] P
S
0

[7] L
l
d
L

[8] U
V
B

[9] H
a
F

[10] H
C

[11] R
R
U

[12] P
S
C
1

level and phoneme-level alignments for the new Turkish 
 corpus. A phoneme recognition system trained from the 
sh corpus was found to yield a phone error rate of 29.3% 
MLLR speaker adaptation.  

nder Non-adapted Adapted (MLLR)  
ale 30.7% 29.1% 

male 31.5% 29.6% 
verall 31.1% 29.3% 

 6: Phone error rates for 20 Turkish speakers.  Results are 
n for a baseline system and for the same system with 
ive unsupervised MLLR adaptation. 
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