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Abstract
Discourse connectives can be analyzed as encoding predicate-argument relations whose arguments derive from the interpretation of
discourse units. These arguments can be anaphoric or structural. Although structural arguments can be encoded in a parse tree, anaphoric
arguments must be resolved by other means. A study of nine connectives, annotating the location, size, and syntactic type of their
arguments, shows connective-specific patterns for each of these features. A preliminary study of inter-annotator consistency shows that it
too varies by connective. Results of the corpus study will be used in the development of resolution algorithms for anaphoric connectives.

1. Introduction

The theoretical background of our study of dis-
course connectives is Discourse Lexicalized Tree Adjoin-
ing Grammar (DLTAG) (Webber et al., 2001; Webber et al.,
1999). DLTAG is an extension of LTAG in whichelemen-
tary trees, anchored by discourse connectives, combine to
create a discourse structure. That is, DLTAG is a grammar
for discourse rather than for sentences.

As in other TAGs, there are two types of elemen-
tary trees, initial and auxiliary. Initial trees encode basic
predicate-argument relations; auxiliary trees encode recur-
sion. Discourse connectives can be analyzed as encoding
predicate-argument relations whose arguments are the in-
terpretations of discourse segments. A lexicalised grammar
at the discourse level can capture these relations.

As at the sentential level, arguments to these discourse
relations can be structural or anaphoric. The difference
can be most easily seen in the case of multiple connectives
(Webber et al., 2000). In (1),because, a structural connec-
tive at the discourse level, is the predicate expressing the
causal relation between two eventualities, P = RAISE IRE

(SALLY, FRIENDS) and Q = ENJOYS (SALLY, CHEESE-
BURGER). The two arguments must appear in the same
elementary tree, shown in (2). In contrast, the connective
neverthelessin S3 finds only a single argument structurally
Q = ENJOYS (SALLY, CHEESEBURGER). Its left-hand ar-
gument is derived anaphorically fromS1 . The tree fornev-
erthelessis found in (3); here, the discourse clause to which
theneverthelesstree adjoins,D1 , is the sole structural ar-
gument.

(1) a. S1: Sally rarely eats meat and subscribes toVegetar-
ian Times.
S2: Lately, she’s raised the ire of her vegan friends
S3: because she nevertheless enjoys the occasional
bacon cheeseburger.

(2) D

D1# because D2#

(3) D

nevertheless D1�

The full derived tree for this discourse is shown in (4).
In DLTAG, a sentence without a structural discourse

connective is attached to the discourse structure via anaux-
iliary tree anchored in a lexically-empty discourse con-
nective that conveyscontinuationof the description of the
larger tree to which it is attached. Although a more specific
relation may be inferred, the relation provided by the syn-
tax alone is semantically underspecified, analogous to the
semantics of noun-noun compounds.

(4) D

S1 ; D

S2 because D

nevertheless S3

Although the arguments to structural connectives are
encoded directly in a parse tree, the non-structural argu-
ment to an anaphoric connective must be resolved by other
means. This is similar to the case of bound versus free pro-
nouns.

Discourse connectives share many properties with other
types of discourse anaphora. For example, their anaphoric
arguments may be found intra- or inter-sententially, as in
(5) and (6), respectively.

(5) A person who seeks adventure might, for example, try
skydiving. [(Webber et al., 2000)’s ft.8 (i)]

(6) Some people seek adventure. For example, they might
try skydiving.



Because discourse connectives are some of the clear-
est indicators of discourse structure, annotating the argu-
ments of the relations they convey provides information
both about those arguments and about the range of possible
discourse structures. Such an annotation study is described
in the next section.

2. Corpus Study
This work is part of a larger discourse annotation project

whose main goal is to provide a large, reliably annotated
corpus for further scientific research and development of
NLP applications. For each overt or null discourse connec-
tive, our goal is to identify and mark the minimal textual
unit in the preceding discourse which contains the source
of its left-hand argument. The current work focuses primar-
ily on the arguments of anaphoric discourse connectives, as
discussed in Section 1. The success of the overall project
will contribute to our ability to understand and deal with
an important aspect of discourse meaning, i.e., discourse
relations.

2.1. Corpus Annotation

The work we report here is a first attempt to better artic-
ulate this research problem. As such, annotation is neces-
sarily experimental and explorative. We start with a set of
nine connectives picked from three semantic classes: resul-
tatives (as a result of, so, therefore), concessives (neverthe-
less, yet, whereas) and additives (also, in addition, more-
over). They are all adverbials that may modify phrasal
constituents or the entire clause.Whereasalso serves as a
subordinate conjunction. We can verify its status as a subor-
dinate conjunction if we apply thereversibility test(Quirk
et al., 1972). Subordinate conjunctions introduce clauses
that can be preposed with respect to the matrix clause, as in
(7). Example (8) from the Brown corpus attests to the fact
thatwhereasclauses can be preposed.

(7) a. Mary went to the party although she was tired.

b. Although she was tired, Mary went to the party.

(8) Whereas persons of eighth grade education or less were
more apt to avoid or be shocked by nudity , those ed-
ucated beyond the eighth grade increasingly welcomed
and approved nudity in sexual relations . (Brown)

Whereascan also be found as an adverbial conjunction
(Knott, 1996), both historically, as in Example (9), and in
contemporary usage.

(9) The first bridge known to have been covered wholly
or in part, – and perhaps the most interesting one,
connected Newbury (now Newburyport) with Salisbury
Point. Its building was first proposed in 1791, when a
group of citizens, mostly Newburyport men, petitioned
the General Court for an act of incorporation. This
document began: “No. 1 Newbury Port, May 30th, 1791.

“Whereas, a Bridge over Merrimack River, from the
Land of Hon’ble Jonathan Greenleaf, Esquire, in New-
bery, to Deer Island, and from said Island to Salisbury,
would be of very extensive utility, by affording a safe
Conveyance to Carriages, Teams and Travellers at all sea-
sons of the year, and at all Times of Tide .

In our corpus,whereasis mainly used as a subordinate con-
junction, with the exception of the historical (now, legal)
use ofwhereaswhich appeared in our corpus twice, as in
Example (9).

For each of the nine connectives, seventy-five tokens (a
total of 675 tokens) were extracted from a variety of cor-
pora: Brown, Wall Street Journal, Switchboard and 58 tran-
scribed oral histories from the online Social Security Ad-
ministration Oral History Archives (SSA).1 The 675 tokens
were split in three groups (each group containing a con-
nective from each semantic class) and annotated by three
annotators (225 tokens per annotator).

Each token was annotated with tags that encoded infor-
mation about (a) the connective’s left argument (ARG), and
(b) the clause containing the connective (CONN). Table 1
shows the ARG and CONN tag(sets) in the top and bottom
box respectively. Both ARG and CONN were annotated
with a REF tag that encoded an ID number which was the
same for both in a single token. ARG was further tagged
with a TYPE tagset that identified the size of the argument.
The tags under TYPE were as follows: MAIN if the argu-
ment was contained in a full sentence (including subordi-
nate clauses); MAIN-MULT if the argument was contained
in a sequence of sentences; SUB if the argument was con-
tained in a subordinate clause; and XP if the argument was
contained in a phrasal constituent. The variation in the size
of the argument was thus specified as a structural descrip-
tion.

This set of tags should enable us to identify statisti-
cally useful information about the type of the antecedent of
anaphoric connectives, which will help us formulate con-
straints for anaphora resolution. In particular, the distinc-
tion between MAIN/MAIN-MULT and SUB/XP combined
with the LOC tag (discussed in Section 2.3) will help us de-
termine optimal structural descriptions for the connectives
that will be useful for systems such as the DLTAG parser
(Forbes et al., 2001). For example, connectives found to
take only contiguous MAIN/MAIN-MULT arguments can
be associated with a tree taking two structural arguments,
thus maximizing compositional semantic representations
derived directly from the syntax of discourse.

The clause containing the connective, CONN, was
annotated with two tagsets: COMB and POSITION.
COMB was used to identify punctuation marks (PERIOD,
COMMA, etc.), coordinating conjunctions (‘AND’ and
‘BUT’), and adverbial connectives (‘YET’, ‘SO’, etc.) that
can co-occur with the connective. Information about co-
occurrence with punctuation and other (mainly structural)
connectives will also be useful for determining structural
descriptions of connectives. In DLTAG,and and but are
structural connectives anchoring elementary trees. That is,
both their arguments must be realized structurally. Co-
occurrence withand andbut may be an indication that a
connective cannot take both its arguments structurally with-
out crashing the derivation or being assigned computation-
ally complex structural descriptions. For the purposes of
anaphora resolution, co-occurrence with punctuation com-

1The Brown, Wall Street Journal and Switchboard corpora are
available from LDC, http://www.ldc.upenn.edu. The SSA corpus
is available at http://www.ssa.gov/history/orallist.html



ARG

REF
ID #

TYPE
MAIN= sentence
MAIN-MULT= multiple sentences
SUB = subordinate clause
XP= phrasal constituent
(NONE)= no left argument

CONN

REF
ID #

COMB
PERIOD
COMMA
COLON
SEMI-COLON
DASH
’AND’
’BUT’
CONN

POSITION
INITIAL
MEDIAL
FINAL

Table 1: Annotation tagsets

bined with the results of the argument-size (TYPE) annota-
tion will guide automated search for anaphoric arguments.
Also, certain types of punctuation, e.g., dashes and paren-
theses, may indicate that the text containing the argument
of the connective is not adjacent to the clause containing
the connective. Co-occurrence with other connectives also
raises the question of the semantics of the combined con-
nective and its relationship to the semantics of the individ-
ual contributors, as for example, in the combinationand in
additionor yet nevertheless.

For CONN, we also defined a POSITION tagset which
identified the position of the connective in its clause (INI-
TIAL, MEDIAL, FINAL). As we have suggested in prior
work (Forbes et al., 2001), the position of the connective in
the clause will help us formulate constraints relevant to the
information structure of the clause. Information structure
is also relevant to anaphora resolution (Kruijff-Korbayov´a
and Webber, 2001).

The complete set of tags we initially defined is given
in Table (1). During the annotation, five more tags were
added, which are not shown in this table but are discussed
in the next section and appear in Table 2.

2.2. Annotation Results

Table (2) shows the results of the preliminary annotation
for the nine connectives. The table contains percentages
of the tags TYPE, COMB, and POSITION along with the
actual number of occurrences of the tags in brackets. In the
COMB tagset, a connective could combine with more that
one of the categories of the group, so no percentages are
given as the numbers do not add up to 75 for each category.

For most connectives there is a strong tendency for
the left argument to be identified locally (in the structural
sense) – either in the immediately preceding sentence or
in immediately preceding sequence of sentences, in most
cases the preceding paragraph. Most notably,so always
takes a sentence or a sequence of sentences as its left ar-
gument, indicating that it may tentatively be treated as a
structural connective.In addition, yet, moreover, as a result
andalso, tend to take their left argument locally but they
demonstrate a larger syntactic variety of potential argu-
ments such as subordinate clauses or phrasal constituents.

So, neverthelessandmoreoverare likely to take larger dis-
course segments as arguments. Larger discourse segments
appear to lead to vagueness in resolving anaphora – cf. Sec-
tion 3. For example, it was often difficult to determine
the extent of the left-hand argument ofnevertheless, which
could also be a phrasal intra-sentential constituent (XP).
The connectivethereforeoften takes its left-hand argument
from a subordinate clause. In the ARG tagset, two addi-
tional tags were added during the annotation. The cate-
gory OTHER was added by one annotator to describe cases
where the left argument of the connective could not be iden-
tified. The category NONE was added only forwhereas. It
signifies that both arguments are to the right of the con-
nective and therefore there is no left-hand argument. In
fact, the presence of this tag indicates thatwhereasis a
subordinate conjunction: only subordinate clauses can be
fronted with respect to the main clause. This category is
not relevant for the annotation of anaphoric connectives.
The tag ZERO from the COMB tagset is, also, mainly rel-
evant towhereas. It describes cases where the conjunction
combines with no punctuation marks or other connectives.
Rarely, the ZERO tag applies to adverbial connectives as in
the case ofalso, shown in (10). However, in most cases, the
presence of this tag indicates that the connective is a subor-
dinate conjunction. Subordinate conjunctions do not com-
bine with a punctuation mark or other connectives when
the subordinate clause appears after the main clause. Fi-
nally, we found it useful to make special tags for combi-
nations with a complementiser (COMP) and a subordinate
conjunction (SUB).As a result, for example, quite often ap-
pears in complement clauses. This creates ambiguity in the
interpretation, discussed in Section 4.1.

(10) The Controller’s charge of rigging was the latest devel-
opment in an investigation whichalsobrought these dis-
closures Tuesday : ...

Regarding the position of connectives,soappears only
in initial position. This supports the claim thatso is a
structural connective because structural connectives (sub-
ordinate and coordinate conjunctions) are restricted to the
initial position.Also, on the other hand, frequently appears
in medial positions, while the semantically similarin addi-
tion prefers the initial position.

The results of this preliminary annotation are promising
and already reveal interesting distribution patterns. To fur-
ther revise the annotation tags and guidelines and, crucially,
test inter-annotator reliability, we focused our attention on
three connectivesas a result, in additionandnevertheless.
Another twenty five tokens of each of the three connectives
were extracted to add up to a total of hundred per connec-
tive and give an indication of intra-annotator consistency.
The annotation of the complete set of three hundred tokens
for the three connectives appears in Table (3). Compari-
son of Tables 2 and 3 shows that the relative percentages of
each tag remained stable, indicating that the anaphoric ar-
guments of each of these connectives display patterns that
can be recognized via a large-scale annotation project, and
be used to lead to reliable annotation algorithms. What re-
mains to be shown is that this annotation is reliable, such
that the same patterns are perceived across annotators.



CONNECTIVE IN ADDI- SO YET NEVER- MORE- THERE- AS A WHERE- ALSO
TION THELESS OVER FORE RESULT AS

TYPE
MAIN 65.3% (49) 45% (34) 53.3% (40) 37.3% (28) 42.7% (32) 25.3% (19) 78.6% (59) 46.7% (35) 69.3% (52)
MAIN-MULT 18.7% (14) 55% (41) 33.3% (25) 36% (27) 45.3% (34) 21.3% (16) 18.7% (14) 4% (3) 9.3% (7)
SUB 5.3% (4) 0 2.7% (2) 9.3% (7) 8% (6) 31%(24) 2.7% (2) 16% (12) 12%(9)
XP 10.7% (8) 0 10.7% (8) 17.3% (13) 4%(3) 21.3% (16) 0% (0) 1.3% (1) 4% (3)
(NONE) - - - - - - - 32% (24) -
(OTHER) - - - - - - - - 5.3% (4)

COMB
PERIOD 65 33 33 47 68 28 55 26 49
COMMA 9 22 14 5 2 1 0 36 7
SEMICOLON 1 2 8 0 0 0 3 5 0
DASH 1 0 4 0 0 0 0 0 0
AND 12 2 8 1 4 41 14 0 7
BUT 0 0 0 17 1 0 1 0 4
YET 0 0 0 2 0 0 0 0 0
SO 0 0 0 0 0 4 0 0 0
ZERO 0 0 0 3 2 0 0 8 1
COMP 0 0 0 0 0 0 1 0 8
SUB 0 0 0 0 0 1 1 0 0

POS
INITIAL 92% (69) 100% (75) 98.7% (74) 78.6% (59) 82.7% (62) 88% (66) 90.7% (68) 100% (75) 17.3% (13)
MEDIAL 8% (6) 0% (0) 1.3% (1) 18.7% (14) 17.3% (13) 12% (9) 2.7% (2) 0% (0) 80% (60)
FINAL 0% (0) 0% (0) 0% (0) 2.7% (2) 0% (0) 0% (0) 6.6% (5) 0% (0) 2.7% (2)

Table 2: Annotation results for 9 connectives

CONNECTIVE IN ADDITION NEVERTHELESS AS A RESULT

TYPE
MAIN 63% (63) 36% (36) 68% (68)
MAIN-MULT 19% (19) 35% (35) 26% (26)
SUB/COMP 10% (10) 10% (10) 5% (5)
XP 8% (8) 18% (18) 0% (0)
OTHER 0% (0) 0% (0) 1% (1)

COMB
PUNCTUATION 101 78 80
DASH 1 0 0
AND 12 1 17
BUT 0 2 1
CONN 0 2 0
COMP 0 0 10
SUB 0 0 1

POS
INITIAL 94% (94) 82% (82) 91% (91)
MEDIAL 6% (6) 16% (16) 3% (3)
FINAL 0% (0) 2% (2) 6% (6)

Table 3: Annotation results for 3 connectives

LOC
SS=same sentence
PS=previous sentence
PP=previous paragraph
NC=non-contiguous

Table 4: Values for ARG-TAG LOC

2.3. Inter-Annotator Agreement

Our studies in the prior section suggest that a human
can identify and find patterns in the arguments of the con-
nectives studied. The study presented in this section sug-
gests that this identification and the patterns found are re-
liable. To test the reliability of our annotation, three addi-
tional annotators annotated twenty-five of the original hun-
dred tokens of each of the three connectives (in addition,
as a result, nevertheless), yielding a total of four annota-
tions of twenty-five tokens of each of these connectives.
Each connective and its anaphoric argument were, as in the
prior study, assigned an ID. However, in order to focus on
the ability of multiple annotators to agree on the unit from
which the anaphoric argument is derived, we employed
only one tag, LOC. Each annotator labeled the anaphoric
argument with one of the four possible values of this tag
shown in Table 4.

The LOC tag defines the sentence as the relevant atomic
unit from which the anaphoric argument is derived. Asen-
tenceis minimally a main clause and all (if any) of its at-

tached subordinate clauses. The semantic argument of the
connective could thus be derived from the single sentence
containing the connective (SS), the single prior sentence
(PS), a sequence of adjacent sentences (PP), or a sequence
of sentences not contiguous to the clause containing the
connective (NC). In other words, we did not ask the anno-
tators to distinguish sub-clausal constituents or subordinate
clauses, we did not distinguish the exact boundaries of se-
quences of sentences when we marked more than one sen-
tence as the argument, and we did not distinguish whether a
non-adjacent argument comprised one clause or a sequence
of them. In this sense, the LOC tag can be viewed as an ab-
straction of the TYPE tag; however, it adds the additional
information of whether the anaphoric argument is contigu-
ous to the clause containing the connective. Reasons for
employing the LOC tag will be discussed in Section 3.

The inter-annotation results produced using the LOC
tag are shown in Table 5. The first column indicates the
connective, and the remaining columns contain the percent-
age of tokens in which a particular pattern of agreement was
found for each connective. The first column represents the
case in which all four annotators produced the same tag,
the second column represents the case in which three out
of four annotators produced the same tag, the third column
represents the case where two out of four annotators pro-
duced the same tag but the remaining two annotators had
different tags, and the fourth column represents the case
where two annotators produced one tag, and the other two
annotators produced another tag. That there is no “0” col-
umn reflects the fact that in every case, there was some
agreement among annotators, e.g. there was no case in
which each annotator selected a different tag.

Connective 4/4 3/4 2/4 <2, 2>/4
in addition 76% (19) 16% (4) 4% (1) 4% (1)
as a result 84% (21) 12% (3) 0 4% (1)
nevertheless 52% (13) 36% (9) 0 12% (3)

Table 5: Inter-Annotator Agreement

Neverthelesswas more difficult to annotate thanin ad-
dition or as a result. As the project expands, we will
probably continue to find more and less difficult annota-



tion cases. However, four-way inter-annotator agreement
is greater than 50% in every case, and majority agreement
(three-way or better) is 88% fornevertheless, 92% for in
addition, and 96% foras a result. We conclude that the
anaphoric arguments of discourse connectives can be reli-
ably annotated.

In the next section, we discuss how a detailed investi-
gation of annotator disagreements can be used to develop
a resolution algorithm for the anaphoric arguments of dis-
course connectives.

3. Towards a Resolution Algorithm
A closer look at 1) how the annotations vary in the inter-

annotation study and 2) the results of the more complex an-
notations in the individual annotation studies, reveals cer-
tain issues relevant to developing a resolution algorithm, as
discussed below.

As mentioned above, we employed the LOC tag instead
of the TYPE tag in the study of inter-annotator agreement.
By additionally asking each annotator to record the bound-
aries of the units she identified as the “exact” unit from
which the anaphoric argument was derived, we were able
to derive the values for the TYPE tags from each of the
four annotations. For the purposes of inter-annotator agree-
ment we found that “exact match” was not a useful com-
parison, due to differences in the implicit guidelines each
annotator was individually following. However, the “exact
match” comparison, combined with the data from the first
study, is useful for elucidating these differences and under-
standing why they arise. The implicit differences between
the annotations fall into two main categories, the size of
the argument and the syntactic form of the argument. Both
concern the annotator’s understanding of the properties of
the unit that are necessary to derive the semantic argument
of the connective. Consider the discourse in (11).

(11) John was happy. As a consequence, he smiled. As a
result, Mary smiled.

(12) John is a male American. He is six feet tall. He has
brown hair. As a result, he was drafted.

(13) John is overworked, and as a result, tired.

When deciding on the anaphoric argument ofas a result,
one annotator might decide that Mary’s smiling is the re-
sult of John’s smiling, and so tag the argument as PS. Be-
cause John’s smiling is a consequence of his being happy,
however, another annotator might tag the argument as PP,
e.g. as including both the first and second clause. Sim-
ilarly, consider the discourse in (12). When deciding on
the anaphoric argument ofas a result, one annotator might
decide that John’s being a man is the cause of his being
drafted (females not being drafted in America historically),
and thereby tag the argument as NC because John’s being
six feet tall and having brown hair is an elaboration (or a
parenthetical aside) of his being a male American. How-
ever, another annotator might tag the argument as PP, e.g.
as including the first three clauses. Finally, consider the
sentence in (13). When deciding on the anaphoric argument
of as a result, one annotator might decide that becauseas
a resultmodifies an adjective on the right, its left argument

should be (using the TYPE tag) an XP, e.g. “overworked”.
Another annotator might interpret “tired” as a small clause,
or a clause with a deleted subject and verb, and so he might
tag the entire clause “John is overworked” as the anaphoric
argument ofas a resultusing the MAIN tag. (Note that this
issue is avoided when the LOC tag SS is employed.)

What all of these cases have in common is the question
of how large to make the argument. What they also have
in common, however, is that in each case it is possible to
select aminimal unitas the argument, and allow the rela-
tions between that unit and the surrounding context to com-
plete the interpretation. In (11), if the annotator selects “As
a consequence, he smiled” as the argument ofas a result,
the relation between John being happy and smiling will not
be lost, foras a consequencewill take as its anaphoric ar-
gument the semantic interpretation of “John was happy”.
Similarly, in (12) if the annotator selects “John is a male
American” as the argument ofas a result, the relation be-
tween John being a male American, being six feet tall, and
having brown hair will not be lost, for the empty connective
signalling basic elaboration will link these arguments to the
first clause structurally2.

An additional complication that arises in the annotation
of examples like (13) is the role of the lower-level syntactic
annotation. In the Penn Treebank, from which the majority
of our data is drawn, there is no principled parsing of such
cases, in that it is left to the annotator to decide whether a
particular use of a gerund, adjective, etc. should be parsed
as a clause with missing elements when it is modified by an
adverbial discourse connective. Therefore, we cannot reli-
ably invoke the syntactic parse to decide when to label the
left argument as a clause or an XP. We could, however, draw
an analogy with coordinating conjunctions, which are com-
monly parsed with two XP arguments (e.g. John is happy
and tired), although at the semantic level, two propositions
are arguably being conjoined. If we allow the syntactic XP
unit to represent a semantic proposition, then we can invoke
the minimal unitheuristic here too. This would have the
additional benefit of retaining parallelism in the syntactic
form of the arguments of the connectives in such construc-
tions.

Another potential heuristic in resolving the arguments
of anaphoric connectives is their ability to combine with
particular structural connectives, such asbut andand. An
auxiliary tree anchored with one of these connectives must
be adjoined to its left-hand argument. Another connective,
like nevertheless, therefore, and moreover, adjoined into
this structure at the same point will frequently take as its
own anaphoric ‘lefthand’ argument the structural connec-
tive’s lefthand argument (e.g., (14).3

(14) He believed that<ARG> the Federal Security ad-
ministrator had the authority and the responsibil-
ity for actions taken throughout the agency,</ARG>
<CONN>and therefore he should be apprised of them

2Note that these same issues arise for a series of elaborations
followed by in addition, and in the same way aminimal unitcan
be selected.

3But not always, as the examples that motivate the distinction
between anaphoric and structural connectives demonstrate.



and should play a part in the decisions.</CONN>
(www.ssa.gov/history/ajaoral3.html)

A similar heuristic could be used for determining the
size of the lefthand argument. In particular, when the right
argument is a constituent smaller than a full clause (e.g. the
second of two conjoined VPs), the left argument appears to
consistently be the same size (e.g. the first of two conjoined
VPs), as in (15).

(15) Jasper arrived late and therefore got no dinner.

An investigation of the variations in “exact match label-
ing” using the LOC tag and the individual labeling using
the TYPE and COMB tags shows that if these heuristics
had been employed, many of the 22/75 cases of less than
four-way agreement would have become four-way agree-
ment. These minimal unit and connective combination
cases, however, are distinguished from other issues that
arise during the annotation of anaphoric arguments of dis-
course connectives, in that they are not cases of “true am-
biguity” because principled heuristics can be introduced to
resolve them. There are true cases of ambiguity, where such
heuristics are not possible. One such case is discussed in
the following section.

4. Remaining issues
4.1. Ambiguity in Complement Clauses

Cases of ’true ambiguity’ in identifying the left argu-
ment of a connective were found in connectives contained
in complement clauses, mostly complements of verbs of
saying. A connective in a complement clause may connect
either the complement clause with the preceding sentence
or with the main clause containing the verb of saying. To
illustrate the point, consider example (16). This example is
ambiguous between analyses (17) and (18).

(16) Moritz said Monday his leg feels fine and , as a result ,
he hopes to start practicing field goals this week .

(17) Moritz said Monday [that his leg feels fine and, as a re-
sult, he hopes to start practicing field goals next week.]

(18) [Moritz said Monday his leg feels fine] [and, as a result,
he hopes to start practicing field goals this week.]

In (17), the left argument ofas a resultis the first com-
plement claues and is annotated as SS (same sentence) as
both the argument clause and the connective clause are the
conjoined object of the matrix clause verb. In (18), the con-
nective clause forms a full sentence by itself. On this inter-
pretationas a resultwas not part of what Moritz said but
was added by the writer. More generally, connectives ap-
pearing after a complement clause can take as their left ar-
gument either the complement clause itself on the interpre-
tation that both the left argument and the connective clause
are part of the complement, or the matrix clause and the
complement clause combined.

4.2. Low Attachment

As stated above, a reason we used the LOC tag in inter-
annotator agreement was because the TYPE tag did not dis-
tinguish contiguous from non-contiguous arguments. This

is an important distinction to make, because such argu-
ments cannot be modeled structurally, thus indicating that
they must be resolved anaphorically.

Because anaphoric connectives do not retrieve their left
argument structurally, the clause containing them must at-
tach to the prior discourse via an empty structural connec-
tive. In the DLTAG parser (Forbes et al., 2001), we cur-
rently employ the procedure of always attaching this empty
connective to the leaf of the right frontier of the growing
tree. If we could identify the anaphoric argument through a
resolution mechanism, we could attach this empty connec-
tive to the clause containing the argument (at the top level),
thus building the resolution into the tree.

5. Conclusions and Future Work
We have reported the results of a preliminary corpus

analysis of (primarily) anaphoric discourse conenctives and
the location and type of their left-hand arguments. We will
use this study and the annotation manual we have been de-
veloping, as the starting point for a more extensive study
that will create a layer of annotations on top of both the
Penn Tree Bank (syntactic) annotations and PropBank (se-
mantic) annotations (Kingsbury and Palmer, 2002), in order
to begin to capture more semantic properties of the sources
of anaphoric arguments. This should increase the possibil-
ity of developing a resolution algorithm for anaphoric dis-
course connectives that is both highly sensitive and highly
specific to the phenomena at hand.
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