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Abstract

We shaw that discoursestructure need not bear
thefull burdenof corveying discourseelationsby
shaving that mary of themcanbe explainednon-
structuilly in termsof the groundingof anaphoric
presuppositiongvVanderSandt,1992). Thissimpli-
fiesdiscoursestructurewhile still allowing thereal-
isationof afull rangeof discourseelations.Thisis
achiared usingthe samesemanticmachineryused
in derving clause-lgel semantics.

1 Introduction

Researcton discoursestructurehas, by andlarge,
attemptedto associateall meaningful relations
betweenpropositionswith structual connections
between discourse clauses(syntactic clausesor
structurexomposeaf them).Recognisinghatthis
couldmeanmultiple structurakconnectiondetween
clauses,Rhetorical Structure Theory (Mann and
Thompson, 1988) simply stipulatesthat only a
singlerelationmayhold. MooreandPollack(1992)
amguethatbothinformational(semanticlandinten-
tional relationscanhold betweerclausesimultan-
eouslyandindependentlyThis suggestshatfactor
ing the two kinds of relationsmight leadto a pair
of structuresgeachstill with no morethana single
structuralconnectiorbetweerary two clauses.

But examplesof multiple semanticrelationsare
easyto find (Webberet al., 1999). Having struc-
ture accountfor all of themleadsto the comple-
ities shavn in Figure 1, including the crossingde-
pendencieshavn in Fig. 1c. Thesestructuresare
no longertrees,makingit difficult to definea com-
positionalsemantics.

This problemwould not ariseif onerecognised
additional, non-structual meansof corveying se-
mantic relations betweenpropositionsand modal

* Ourthanksto Mark SteedmanKatja Markert, GannBierner
andthreeACL'99 reviewersfor all their usefulcomments.

operatorn propositionsThisis whatwe do here:

e Structurally we assumea “bare bones” dis-
coursestructurebuilt up from more comple
elementgLTAG trees)hanthoseusedn mary
otherapproachesThesestructuresandtheop-
erationsusedin assemblinghemarethe basis
for compositionakemantics.

e Stimulatedby structuraloperationsjnference
basednworld knowledge,usagecorventions,
etc.,canthenmalke defeasiblecontributionsto
discoursanterpretatiorthatelaboratehe non-
defeasiblepropositionscontrituted by com-
positionalsemantics.

¢ Non-structurally we take additionalsemantic
relationsand modal operatorgo be corveyed
through anaphoric presuppositiongVan der
Sandt, 1992) licensed by information that
speakr andheareraretakento share.A main
sourceof sharedknowledgeis the interpreta-
tion of the on-goingdiscourse. Becausehe
entity that licences(or “dischages”) a given
presuppositiomsuallyhasa souce within the
discoursethe presuppositioseemsdo link the
clausecontainingthe presupposition-beiag
(p-bearing elementto that source. However,
aswith pronominalanddefinite NP anaphora,
while attentionalconstaintsontheirinterpret-
ationmay be influencedoy structure thelinks
themselesarenot structural.

The ideaof combiningcompositionakemantics
with defeasiblénferenceis not new. Neitheris the
ideaof taking certainlexical itemsasanaphorically
presupposingneventualityor asetof eventualities:
It is implicit in all work on the anaphorimatureof
tense(cf. Partee(1984),Webber(1988),inter alia)
andmodality (Stone, 1999).Whatis new is theway
we enableanaphorigresuppositiomo contrituteto
semanticrelationsand modal operators,n a way
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Figurel: Multiple semantidinks (R;) betweerdiscouseclausegC;): (a)backto thesamediscourselause;
(b) backto differentdiscourseclauses(c) backto differentdiscourseclauseswith crossingdependencies.

thatdoesnot leadto the violationsof treestructure
mentionecearlier!

We discussthesedifferencesin more detail in
Section2, after describingthe lexicalised frame-
work that facilitatesthe derivation of discoursese-
mantics from structure, inference and anaphoric
presuppositionsSections3 and4 thenpresentnore
detailedsemanti@nalyse®f theconnectiesfor ex-
ampleandotherwise Finally, in Section5, we sum-
marizeour argumentsor the approachandsuggest
aprogramof futurework.

2 Framework

In previous papers(Cristea and Webbey 1997;
Webberand Joshi,1998; Webberet al., 1999), we
have auedfor usingthe morecomple structures
(elementantrees)of a Lexicalized Tree-Adjoining
Grammar(LTAG) andits operationgadjoiningand
substitution)to associatestructureand semantics
with a sequenceof discourseclauseg. Here we
briefly review how it works.

In alexicalizedTAG, eachelementaryreehasat
leastoneanchor In the caseof discoursethe an-
chorfor an elementarytree may be a lexical item,
punctuationor a featurestructurethat is lexically
null. The semanticcontrikution of a lexical anchor
includesboth what it presupposeandwhat it as-
serts(Stoneand Doran, 1997; Stone,1998; Stone
andWebbey 1998). A featurestructureanchorwill
eitherunify with alexical itemwith compatiblefea-
tures(Knott andMellish, 1996),yielding the previ-
ouscase,or have an emptyrealisationthoughone

1onemaysitill needto admitstructureshaving both a link
backanda link forward to differentclauseqGardent,1997).
But a similar situationcan occurwithin the clause,with rel-
ative clausedependencies from the verb backto the relative
pronounandforwardto atrace— sothepossibilityis notunmo-
tivatedfrom the perspectie of syntax.

2\We take this to be only the mostbasiclevel of discourse
structure producingwhatareessentiallyextendeddescriptions
of situations/eents. Discoursemay be further structuredwith
respecto spealkr intentions genre-specifipresentationstc.

thatmaintaingts semantideatures.

The initial elementarytrees used here corres-
pond, by and large, to second-ordempredicate-
argumentstructures-i.e., usuallybinary predicates
on propositionsor eventualities— while the auxil-
iary elementarytreesprovide further information
(constraintspddedhroughadijoining.

Importantly we bar crossingstructuralconnec-
tions. Thus one diagnosticfor taking a predicate
argumentto be anaphoricratherthan structual is
whetherit canderive from acrossa structurallink.
Therelationin asubordinatelauseis clearlystruc-
tural: Given two relations,one realisableas “Al-
thougha B, the otherrealisableas “Becausey &,
they cannottogetheiberealisedas“Althougha be-
causey 3 8." with the samemeaningas“Although
o B. Becausey . The sameis true of certainre-
lationswhoserealisationspansmultiple sentences,
suchasonesrealisableas“On theonehanda. On
theotherhandB.” and“Not onlyy. But alsod.” To-
getherthey cannotberealisedas“On theonehand
a. Notonlyy. Onthe otherhandB. But alsod.”
with the samemeaningasin strict sequenceThus
we take suchconstructiongo be structuralaswell
(WebberandJoshi,1998;Webberetal., 1999).

On the otherhand,the p-bearingadwerb “then”,
which assertsthat one eventuality startsafter the
culminationof another hasonly one of its argu-
mentscoming structurally The otherargumentis
presuppose@nd thus able to comefrom acrossa
structuralboundaryasin

(1) a.Ontheonehand,JohnlovesBarolo.
b. Soheorderedhreecase®f the'97.
c. Ontheotherhand,becausde’s broke,
d. hethenhadto canceltheorder

Here, “then” assertghat the “cancelling” eventin
(d) follows the orderingeventin (b). Becausehe
link to (b) crosseghe structurallink in the parallel
construction,we take this agumentto comenon-



structuslly throughanaphorigresuppositioR.

Now we illustrate briefly how short discourses
built from LTAG constituentgyet their semantics.
For more detail, see (Webber and Joshi, 1998;
Webberetal., 1999).For moreinformationoncom-
positionalsemanticoperationson LTAG deriation
trees see(JoshiandVijay-Shanler, 1999).

(2) a. You shouldnt trust Johnbecauséhe never
returnswhatheborrows.

b. You shouldnt trustJohn.He never returns
whatheborrows.

c. You shouldnt trust Johnbecausefor ex-
ample,heneverreturnswhatheborraws.

d. You shouldnt trustJohn. For example,he
never returnswhatheborrows.

Here A will standfor the LTAG parsetreefor “you
shouldnt trustJohn”anda, its derivationtree,and
B will standfor the LTAG parsetreefor “he never
returnswhatheborronvs” andp, its derivationtree.

Theexplanationof Example2ais primarily struc-
tural. It involvesaninitial tree(y) anchoredy “be-
cause”(Figure 2). lIts derived tree comesfrom A
substitutingattheleft-handsubstitutiorsiteof y (in-
dex 1) andB at the right-handsubstitutionsite (in-
dex 3). Semanticallythe anchorof y (“because”)
assertsthat the situationassociatedvith the argu-
mentindexed 3 (B) is the causeof that associated
with theagumentindexed 1 (A).

Theexplanationof Example2bis primarily struc-
tural as well. It emplgs an auxiliary tree (y)
anchoredby “.” (Figure3). Its derived treecomes
from B substitutingat the right-hand substitution
site (index 3) of y, andy adjoining at the root of
A (index 0). SemanticallyadjoiningB to A via 'y
simply implies that B continuesthe descriptionof
the situationassociatedavith A. The generalinfer-
encethat this stimulatedeadsto a defeasiblecon-
tribution of causalitybetweenthem, which canbe
deniedwithoutacontradiction-e.g.

(3) You shouldnt trust John. He never returns
what he borronvs. But that's not why you
shouldnt trusthim.

Presuppositiortomesinto play in Example2c.
This example addsto the elementsusedin Ex-

3The fact that the eventsderiving from (b) and (d) appear
to have the sametemporalrelationin the absenceof “then”
just shaws that tenseis indeedanaphoricand hasno trouble
crossingstructuraboundarie®ither

ample 2a, an auxiliary tree anchoredby “for ex-

ample” (8), which adjoins at the root of B (Fig-

ure 4). “For example” contritutes both a presup-
positionandan assertionasdescribedn morede-
tail in Section3. Informally, “for example”presup-
posesa sharedsetof eventualities,andassertghat
the eventualityassociatedvith the clauseit adjoins
to, isamemberof thatset.In Example2c, the setis

licensedby “because”asthe setof causes/reasons
for the situationassociatedvith its first agument.
Thus,associatedvith the derivation of (2c) arethe
assertionghat the situationassociatedvith B is a

causefor that associatedvith A andthat the situ-

ation associatedvith B is one of a set of such
causes.

Finally, Example2d addsto the elementsisedin
Example2b, the sameauxiliary tree anchoredby
“for example” (d). As in Example2b, the causal-
ity relationbetweenthe interpretation®f B and A
comesdefeasiblyfrom generalinference. Of in-
terestthenis how the presuppositiorof “for ex-
ample” is licenced - that is, what provides the
sharedset or generalisatiorthat the interpretation
of B is assertedo exemplify. It appeardo be li-
cencedoy the causakelationthathasbeeninferred
to hold betweenthe eventualitiesdenotedby B and
A, yielding a setof causes/reasoffisr A.

Thus,while we do not yet have a completechar
acterisationof how compositionalsemantics,de-
feasibleinferenceandanaphorigresuppositionn-
teract, Examples2c and 2d illustrate one signific-
antfeature: Both the interpretve contritution of a
structuralconnectie like “because’andthe defeas-
ible inferencestimulatedby adjoining can license
theanaphoripresuppositionf ap-bearingelement
like “for example”.

Recently AsherandLascarideg1999) have de-
scribeda versionof StructuredDiscourseRepres-
entationTheory (SDRT) that alsoincorporateghe
semantiacontritutions of both presuppositionand
assertionsln this enrichedversionof SDRT, a pro-
positioncanbelinkedto the previous discoursevia
multiplerhetoricalrelationssuchasbadkgroundand
defeasibleonsequencaNhile therearesimilarities
betweertheir approachandthe onepresentedhere,
thetwo differ in significantways:

e Unlikein thecurrentapproachAsherandLas-
carideq1999)take all connectiongof bothas-
sertedand presupposedaterial)to be struc-
tural attachmentghroughrhetorical relations
Therelevantrhetoricalrelationmay be inher
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entin the p-bearingelementaswith “too”) or
it may have to beinferred.

e Againunlike the currentapproachall suchat-
tachmentdof either assertedr presupposed
material)arelimited to theright frontier of the
evolving SDRT structure.

WeillustratethesedifferenceshroughExamplel
(repeated below), with the p-bearing element
“then”, and Example5, with the p-bearing ele-
ment“too”. Both examplescall into questionthe
claimthatmateriallicensingpresuppositionis con-
strainedto the right frontier of the evolving dis-
coursestructure.

(4) a.Ontheonehand,JohnlovesBarolo.
b. Soheorderedhreecase®f the’'97.
c. Ontheotherhand,becausée’s broke,
d. hethenhadto canceltheorder

(5) (a) | have two brothers. (b) Johnis a history
major (c) Helikeswaterpolo, (d) andheplays
the drums. (€) Bill is in high school. (f) His
maininterestis drama.(g) He too studieshis-
tory, (h) but hedoesrt like it much.

In Examplel, the presuppositiorof “then” in (d)

is licensedby the eventualityevoked by (b), which

would not be on the right frontier of ary structural
analysis. If “too” is taken to presupposeshared
knowledgeof a similar eventuality thenthe “too”

in Example5(g) findsthateventualityin (b), which

is also unlikely to be on the right frontier of ary

structuralanalysist

4The proposalin (Asherand Lascarides1999)to alteran

With respecto theinterpretatiorof “too”, Asher
andLascaridesake it to presupposa parallel rhet-
oricalrelationbetweerthecurrentclauseandsome-
thing on the right frontier  From this instantiated
rhetoricalrelation, one theninfers that the related
eventualitiesare similar.  But if the right frontier
constraintis incorrectand the purposeof positing
a rhetoricalrelation like parallel is to producean
assertiorof similarity, thenone might aswell take
“too” asdirectly presupposingharednowledgeof
a similar eventuality aswe have donehere. Thus,
we suggesthattheinsightspresentedh (Asherand
Lascarides1999)have a simplerexplanation.

Now, before embarkingon more detailed ana-
lysesof two quite different p-bearingadwerbs,we
shouldclarify the scopeof the currentapproachn
termsof the rangeof p-bearingelementghat can
createnon-structuratliscoursdinks.

We believe thatsystematistudy perhapstarting
with the 350 “cue phrases’givenin (Knott, 1996,
AppendixA), will shav which of themusepresup-
positionin realisingdiscourseelations.lt is likely
thatthesemightinclude:

e temporalconjunctionsand adwerbial connect-
ivespresupposingn eventualitythatstandsn
a particulartemporalrelationto the one cur
rentlyin hand,suchas“then”, “later”, “mean-

while”, “afterwards”, “beforehand™;

e adwerbial connecties presupposingshared
knowledge of a generalisationor set, such

existing SDRT analysisin responseo a p-bearingelement,
would seemsuperfluoudf its only role is to re-structurethe
right frontier to supportthe claimedRF constraint.
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s “for example”, “first...second.”, “for in-

stance”

e adwerbial connecties presupposingshared
knowledge of an abstraction,such as “more
specifically”,“in particular”;

e adwerbial connecties presupposing comple-
mentarymodalcontext, suchas“otherwise”;

e adwerbial connecties presupposingn altern-
ative to the currenteventuality suchas “in-
stead”and“rather”?®

For this study one might be able to use the
structure-crossingestgivenin Section2 to distin-
guish a relation whose agumentsare both given
structurally from a relation which has one of its
algumentspresupposed.(Sincesucha testwon't
distinguishp-bearing connectres suchas “mean-
while” from non-relationaladwerbials such as “at
davn” and“tonight”, the latterwill have to be ex-
cludedby othermeanssuchasthe (pre-theoretical)
testfor relationalphrasegivenin (Knott, 1996).)

3 For example

We take “For example,P” to presupposea quanti-
fiedpropositionG, andto asserthatthis proposition
is agenealisationof thepropositiormtexpressedby
thesentenc®. (Wewill write genealisation(tt G.)
A precisedefinition of genealisation is not neces-
saryfor the purposeof this paper andwe will as-
sumethefollowing simpledefinition:

5GannBierner personatommunication

¢ geneanlisation(r,G) iff (i) G is a quantified
propositionof theform Qy(x,a(x),b(x)); (ii) 1
allows the inferenceof a propositionG' of the
form Qa(x, a(x),b(x)); and(iii) G’ isinferrable
from G (throughhaving a wealer quantifier).

The presupposegropositionG canbe licensed
in differentways,asthefollowing examplesshow:

(6) a. Johnlikes mary kinds of wine. For ex-

ample helikesChianti.

b. Johnmustbe feeling sick, becausefor ex-
ample hehardlyateathingatlunch.

c. Becauselohnwasfeeling sick, he did not
for examplego to work.

d. Why dont we go to the National Gallery
Then,for example we cango to the White
House.

Example6a is straightforvard, in that the pre-
supposedjeneralisatioriJohn likesmary kinds of
wine” is presenteaxplicitly in thetext.® In there-
mainingcasesthe generalisatioomustbe inferred.
In Example6b, “because’licensesthe generalisa-
tion that mary propositionssupportthe proposi-

80ur definition of genemlisation works as follows for
this example: the proposition 1t introduced by “for ex-
ample” is likeq johnchiarti), the presupposecroposition
G is many(x, wingx), likeq john x), and the wealened pro-
position G' is soméx, wine(x),likeg johnx). T allows G
to be inferred, and G also allows G’ to be inferred, hence
genealisation(tt, G) is true.



tion that John must be feeling sick, while in Ex-

ample6c, it licencesthe generalisatiorthat mary

propositionsfollow from his feeling sick. We can
represenboth generalisationsisingthe meta-level

predicategvidencért C), whichholdsiff apremise
Ttis evidencefor a conclusiorC.

In Example 6d, the relevant generalisationn-
volves possibleworlds associatedgointly with the
modality of the first clauseand“then” (Webberet
al., 1999).For consisteny, the semantidnterpreta-
tion of the clausantroducedoy “for example”must
male referencao thesamemodalbaseddentifiedby
thegeneralisationThereis moreon modalbasesn
thenext section.

4 Otherwise

Our analysisof “otherwise” assumes modal se-
manticsbroadlyfollowing Kratzer(1991)andStone
(1999),wherea sentences assertedvith respecto
a setof possibleworlds. The semanticof “other
wisea” appealgo two setsof possibleworlds. One
is Wp, the setof possibleworldsconsistentvith our
knowledgeof therealworld. Theothey W, is that
setof possibleworlds consistentvith the condition
C thatis presupposeda is thenassertedvith re-
spectto the complementsetWy - W,. Of interest
thenis C — whatit is that cansene asthe source
licensingthis presupposition.

Thereare mary sourcesfor sucha presupposi-
tion, including if-then constructiond Example7a-
7b), modalexpressiongExamples/c—7d) andin-
finitival clausegExample7e)

(7) a. If the light is red, stop. Otherwise go
straighton.

b. If the light is red, stop. Otherwise you
mightgetrun over

c. Bob[could, may might] bein the kitchen.
Otherwisetry in theliving room.

d. You [must, should]take a coatwith you.
Otherwiseyou'll getcold.

e. It'susefulto have afall-backposition.Oth-
erwiseyou're stuck.

"Thereis anothersenseof “otherwise”correspondingo “in
other respects”,which appearseither as an adjectve phrase
modifier (e.g. “He’s an otherwisehapyy boy.”) or a clausal
modifier (e.g., “The physicallayer is different, but otherwise
it' sidenticalto metropolitametworks”). Whatis presupposed
hereare one or more actualpropertiesof the situationunder
discussion.

eachof which introducesnew possibilitiesthatare
consistentwith our knowvledge of the real world
(Wp), that may then be further describedthrough
modal subodination (Roberts, 1989; Stone and
Hardt,1999).

That such possibilitiesmust be consistentwith
Wp (i.e., why the semanticsof “otherwise” is not
simply definedin termsof W,) canbe seenby con-
sideringthe counteréctualvariantsof 7a—7d,with
“had been”, “could have been” or “should have
taken”. (Epistemic‘must” cannever be counteréc-
tual.) Becausecounteractualsprovide an alternat-
ive to reality, W, is not a subsetof Wy — andwe
correctlypredicta presuppositiofiailurefor “other
wise”. For example,correspondingo 7awe have:

(8) If the light had beenred, Johnwould have
stopped#Otherwisehewentstraighton.

Theappropriateonnectie here—allowing for what
actuallyhappened-is “asit is” or “asit was”8

As with “for example”, “otherwise” is compat-
ible with arangeof additionalrelationslinking dis-
coursetogetherasa productof discoursestructure
anddefeasibléenference Here,theclausesn 7aand
7c¢ provide a more completedescriptionof whatto
doin differentcircumstancesyhile thosein 7b, 7d
and7einvolve an unmarled “because” asdid Ex-
ample2d. Specificallyin 7d,the“otherwise’clause
assertghat the heareris cold acrossall currently
possibleworlds where a coatis not taken. With
the propositionunderstoodhatthe hearemustnot
getcold (i.e., thatonly worlds wherethe heareris
not cold arecompatiblewith whatis required) this
allows the inference(modustolleng that only the
worlds wherethe hearertakes a coat are compat-
ible with whatis required. As this is the proposi-
tion presente@xplicitly in thefirst clausethetext is
compatiblewith aninferentialconnectie like “be-
cause”. (Similar examplesoccurwith “epistemic”
because.)

Ourtheorycorrectlypredictsthat suchdiscourse
relationsneednotbeleft implicit, but caninsteache
explicitly signalledby additionalconnecties,asin

8Thereis a readingof the conditionalwhich is not coun-
terfactual, but rathera piece of free indirect speechreport-
ing on Johns train of thoughtprior to encounteringhe light.
Thisreadingallows the useof “otherwise”with Johns thought
providing the basesetof worldsWp, and“otherwise”thenin-
troducinga complementargonditionin thatsamecontext:

If thelight hadbeenred,Johnwould have stopped.

Otherwise hewould have carriedstraighton. But
asit turnedout, he never gotto thelight.



(9) You shouldtake a coatwith you becauseth-
erwiseyou'll getcold.

andearlierexamples.
(Note that “Otherwise P” may vyield an im-
plicature,aswell ashaving a presuppositionasin

(20) Johnmustbein hisroom. Otherwisehislight
would be off.

Here,compositionakemanticsaysthatthe second
clausecontinueghedescriptiorof the situationpar
tially describedby the first clause. Generalinfer-
enceenricheshis with the stronger but defeasible
conclusiorthatthesecond:lauseprovidesevidence
for thefirst. Basedon the presuppositiorof “oth-
erwise”, the “otherwise” clauseassertg¢hat Johns
light would be off acrossall possibleworldswhere
hewasnotin his room. In addition, howvever, im-
plicature relatedto the evidencerelation between
theclausescontritutesthe conclusiorthatthelight
in Johns room s on. The point hereis only that
presuppositiomndimplicaturearedistinctmechan-
isms,andit is only presuppositiorthat we are fo-
cussingonin thiswork.

5 Conclusion

In this paper we have shawvn that discoursestruc-
ture neednot bearthe full burdenof discoursese-
mantics: Part of it canbe borneby other means.
This keepsdiscoursestructuresimple and able to

supportastraight-forvard compositionasemantics.

Specifically we have arguedthatthe notionof ana-

phoric presuppositiorthat was introducedby van

der Sandt(1992) to explain the interpretationof

variousdefinitenounphrasesould alsobe seenas
underlyingthe semanticof variousdiscoursecon-

nectives. Sincethesepresuppositionare licensed
by eventualitiestaken to be sharedknowledge, a

good sourceof which is the interpretationof the

discourseso far, anaphoricpresuppositiorcan be

seenas carrying someof the burden of discourse
connectiity anddiscoursesemanticsn a way that

avoidscrossingdependencies.

Thereis, potentially anotherbenefitto factor
ing the sourcef discoursesemanticsn this way:
while cross-linguisticdy, inferenceand anaphoric
presuppositiorarelikely to behae similarly, struc-
ture (asin syntax)is likely to bemorelanguagespe-
cific. Thusafactoredapproachasa betterchance
of providing a cross-linguisticaccountof discourse
thanonethatrelieson a singlepremise.

Clearly moreremainsto be done. First, the ap-
proachdemandsa precisesemanticsfor connect-
ives, asin the work of Grote (1998), Grote et al.
(1997), Jayezand Rossari(1998) and Lagerwerf
(1998).

Secondlythe approachdemandsan understand-
ing of theattentionalcharacteristicsof presupposi-
tions. In particulay preliminarystudyseemsgo sug-
gestthat p-bearingelementdiffer in what source
canlicensethem,wherethis sourcecanbelocated,
andwhat canact asdistractorsfor this source. In
fact,thesdifferenceseenmo resembldéherangeof
differencedn the informationstatus(Prince,1981;
Prince,1992)or familiarity (Gundeletal., 1993)of
referentialNPs. Considerfor example:

(11) I gotin my old Volvo andsetoff to drive cross-
country and seeas mary different mountain
rangesaspossible Whenl gotto Arkansasfor
example | stoppedin the Ozarks,althoughl
hadto borronv anothercarto seethembecause
Volvoshandlebadlyon steepgrades.

Here, the definite NP-like presuppositionof the
“when” clause(that gettingto Arkansasis shared
knowledge)is licensedy driving cross-countrythe
presuppositiorof “for example” (that stoppingin
the Ozarksexemplifiessomesharedyeneralisation)
is licensedvy seeingmary mountainrangesandthe
presuppositiorof “another” (thatan alternatve car
to this oneis sharecknowledge)is licensedby my
Volvo. This suggests corpusannotationeffort for
anaphoricpresuppositionssimilar to onesalready
in progres®n co-reference.

Finally, we shouldshav that the approachhas
practicalbenefitfor NL understandingnd/orgener
ation. But the work to datesurelyshaws the benefit
of an approachthat narravs the gap betweendis-
coursesyntaxandsemanticandthatof the clause.
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