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Abstract
Language modeling and its applications are influenced by data quality and the richness of the features
that are able to extract, especially for low-resource languages such as Arabic. This paper presents the first
empirical effort in annotating attribution in Modern Standard Arabic (MSA). We based on the Arabic
Treebank (ATB) which is a corpus that constitutes the gold standard annotation for morphological,
syntactic, and discourse features as in the LADTB. The identification of attributed arguments to a source,
or so called author identification, has been applied successfully in diverse systems such as information
retrieval, and opinion/sentiment mining for several languages. Although lexical and syntactic features
play a significant role in these applications, there is a huge demand for Arabic attribution resources in
long and short text. We, therefore, insight of prior efforts for other languages, annotate several features
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similar languages with minimal adaptation. The corpus distribution and the findings of this empirical
work will certainly improve linguistic studies in Arabic.

Keywords: Author identification, Attribution, Annotation tool, Natural language processing, Arabic
discourse, Annotation guidelines, Arabic treebank, Inter-annotator agreement.

1. Introduction

Attribution in computational linguistics refers to the process of reporting or assigning a spoken or written
utterance or piece of content to the correct speaker or agent. Regardless of the truth of the utterance or
content, identifying its source, the content boundaries, and other supplemental information (e.g., temporal
circumstances) plays a key role in many artificial intelligence applications (Prasad et al. 2006;
Pustejovsky and Stubbs 2012). Nevertheless, annotated attribution corpora are essential tools for research
in many areas of computational linguistics and natural language processing (NLP), especially for
supervised machine learning and deep learning approaches.

For example, in authorship identification, sentiment analysis, story generation, question answering,
summarization, and opinion mining (Al-Sarem et al. 2020; Guzman-Cabrera et al. 2009; Juola and
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Baayen 2005; Neumann and Schnurrenberger 2009; Ombabi, Ouarda, and Alimi 2020), annotated
attributions have been used to develop and evaluate systems. Given the substantial (and rapidly growing)
volume of text data available online, automatic annotation of attribution is indispensable, but it means
that it is necessary to address various challenging aspects of language. Several projects on discourse
structure have examined attribution as a form of discourse relations, including in the English language
(Pareti 2012; Prasad et al. 2006, 2007). However, relatively few studies have focused on attribution (Al-
Saif et al. 2018; Pareti 2011, 2016), particularly the issue of annotating all related features. Despite these
efforts, there is no annotation for Arabic attribution nor an annotated corpus that can drive forward
automatic systems related to attribution in Arabic.

Attribution can be presented directly, often using quotation marks (as in Ex.1), or indirectly, without the
use of quotation marks (as in Ex.2). Several speech acts, including (said/qAl/J8) and
(expressed/AbdaY/sf), have additional semantic information on the top of only reporting the speech.
These meanings might be expressed lexically or pragmatically by the speech act itself, the reported speech
or any additional information conveyed by the writer/speaker. The annotation of attribution is defined
by three basic elements: source, cue, and content (linguistic clauses). Attribution may include other
features such as polarity and factuality, supplements, source attitude, and determinacy (Pareti 2016).
Empirical studies indicate that there are various syntactic structures of attribution not documented in

inguistic resources (Van Son et al. 2016 - -
X.
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Tlass said, “President Bashar could not give up something that his father had stuck to throughout his

life.”

Ex.2

(Lle 24) e st 5353 Sy (5ol 5 QS 5l e palgs pacay dslaial J g suse sl
An official has expressed interest in signing the Portuguese national striker and Benficano Gomez (24
years old).

This paper presents an empirical annotation study for Arabic attribution along with a gold standard
attribution corpus, including the annotation guidelines, annotation tool, and agreement study. The rest of
this paper is organized as follows: Section 2 reviews annotation-related works; Section 3 highlights
studies that have focused on attribution in Arabic literature, as well as related language modeling studies;
Section 4 introduces the proposed annotation schema of attribution, along with reasonable examples;
Section 5 presents the annotation process, the tool, and the inter-annotator agreement studies for all
elements; Section 6 discusses corpus distribution and disagreement cases; and finally, Section 7 concludes
the paper with a discussion of future applications and recommendations for further research.
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2. Related Work

Several discourse theories have dealt with attribution relations in different phenomena and point view as
that attribution might lead to a mismatch between the syntactic and discourse arguments of discourse
connectives (Dinesh et al. 2005). An overview of relevant resources annotated with certain types of
attributions or other relations overlapping with attribution is presented in (Pareti 2016). For instance, the
Rhetorical Structure Theory (RST) Discourse Treebank (Carlson and Marcu 2001) has few attribution
relations in 385 Wall Street Journal (WSJ) articles using the RST framework (Mann and Thompson
1988). In addition, Graphbank (Wolf and Gibson 2005) has 1,400 attribution relations in 135 texts from
AP Newswire and WSJ. Both discourse studies encoded attribution relations by annotating two elements:
(1) the attributed span, and (2) the attribution span (i.e., John said, [attributed span] “You are so smart”
[attribution span]). However, the first study annotated only intra-sentential attributions with an explicit
source and a verb cue, and the latter annotated attributions if no other discourse relation was present.

The comparison in (Pareti 2016) indicates that there are two large resources that comprise attribution
annotations: the Penn Discourse Treebank (PDTB) (12,000 attributions in 2,159 news articles) and
opinion corpus: Multi-Perspective Question Answering (MPQA) in 535 news texts (Wiebe 2002); and
the Columbia Quoted Speech Attribution (CQSA) (Elson and McKeown 2010), which annotates 3,500
opinions in 11 narrative books. The opinion annotation comprises beliefs and opinions, as well as the
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span does not correspond to the discourse argument of the relation, annotated attributions are missing or
incomplete. Also, the proposed schema overlooked nested attributions and did not specify the purpose of
the attribution, which is essentially inferred by the cue and other supplemental information. Additional
research efforts that have addressed elements of attribution annotation are discussed in (Pareti 2016).

(Pareti 2016) proposed a solid basis for a new schema for attribution in three projects for the Penn
Attribution Relation Corpus (PARC) (Almeida, Almeida, and Martins 2014; O’Keefe et al. 2012; Pareti
2016; Pareti et al. 2013), the last of which was PARC 3.0, generating by using the PDTB as a ground
definition. Similar to other projects, three basic components of attribution were annotated (i.e., the cue:
text anchor, the source: agent owning the content, and the content: the quoted text span), along with an
additional fourth component: the supplement, which denotes any extra information expressing the
attribution (e.g., circumstantial information). PARC 3.0 also annotates features included in the PDTB
such as attribution type, source type, factuality, and scopal polarity. Most attribution corpora, with the
exception of the Italian Attribution Corpus (ItAC) (Pareti and Prodanof 2010), which annotates a pilot
corpus of 50 articles, are for the English language.

Attribution was also a part of a corpus of perspectives in a text in the study of (Van Son et al. 2016),
which used a model known as Grounded Representation and Source Perspective (GRaSP). This multi-
layered annotation approach has four different elements: events, attribution, factuality, and opinion. The
attribution is addressed in the second layer by defining the three main elements of a factuality relation:
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source, cue, and target. The researchers followed the definition of attribution relations provided in the
PDTB and the PARC projects.

Empirically, authorship attribution is a subfield of automatic authorship analysis that associates an
anonymous text with an author based on certain features. Several studies have examined automatic
quotation on narrative texts, including (Mamede and Chaleira 2004) and (Elson and McKeown 2010),
and others have addressed the topic on news texts (Pouliquen, Steinberger, and Best 2007; Sarmento,
Nunes, and Oliveira 2009). These studies were based on the use of lexical and syntactic rules to infer the
author of the quoted text. Experimental evidence in these studies clearly indicates the partial usefulness
and, therefore, the unreliability of the proposed systems across various domains and writing styles. The
later research by (Elson and McKeown 2010) and (Fernandes, Motta, and Milidia 2011) was more
successful because the researchers exploited machine learning models with relatively large, annotated
corpora. In (Elson and McKeown 2010), the researchers used a corpus of approximately 3,000 quotes and
manually identified speaker candidates. The proposed approach achieved an average accuracy of 83%
using lexical and syntactic features. In (Fernandes, Motta, and Milidia 2011), the corpus they created
contained annotated golden features for entities, coreferences, quotes, associations between quotations
and authors, and Part-of-Speech (POS) tagging information. For the Portuguese language, the accuracy
of author attribution was 79%.

| |
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styles of different authors to be captured and inferre e writing styles of each author can be further
categorized based on their lexical, structural, syntactic, and content-specific features (Altheneyan and
Menai 2014; Cheng, Chandramouli, and Subbalakshmi 2011; Koppel, Schler, and Argamon 2009; Pillay
and Solorio 2010; Tan and Tsai 2010). The work by (O’Keefe et al. 2012) overcame several unrealistic
gold standard features in previous studies by using three sequence decoding models, including greedy,
Viterbi, and a linear chain Conditional Random Field (CRF) on two news corpora: the WSJ and the
Sydney Morning Herald (SMH). The highest accuracy rates were 84.1% and 91.2% for WSJ and SMH,

respectively.

3. Attribution in Arabic

Modern Standard Arabic (MSA) was developed in the late nineteenth century, and it is used by non-
Arabic linguists to refer to the Arabic literary (Badawi, Carter, and Gully 2013). Today, MSA is the
official language for Arab countries, which is used in academia, government, law, legislation, media, and
among others. However, MSA is not the first language that many residents of Arab countries acquire
(Habash 2010). The justification for MSA is that it is intended as a flexible version of Classical Arabic
(CA), which is the language of the Quran and classical Arabic literature. Therefore, MSA can be
considered a simplified version of CA that seeks to retain the same basic syntax and morphology while
coping with the demands of modern society. Today, Arabic natural language processing (NLP) research
focuses on MSA, and many language-specific tools and resources have been developed for different areas
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such as machine translation, information analysis, and retrieval (Al-Sarem et al. 2020; Alam and Kumar
2013; Otoom et al. 2014; Rabab’ah et al. 2016).

There is a base of attribution in the traditional literature on semantic science (semantics/Elm
AlmEAny/ =<l ale) and speech reporting (report/AsnAd/2ul-report/nql kIAm/m2S)  Jé-report
/rwAyp/ad 5)) is an essential area in writing styles. In (Ywns 2004), the basic structure of speech reporting
is studied mainly through the use of lexical, syntactic, or pragmatic features that are not connected to any
discourse theories. As in many languages, reported speech in Arabic can occur in the form of direct
paraphrasing (i.e., the exact words of the reported speech using quotations) and indirect paraphrasing
(i.e., the semantic content of the reported speech), where it can appear in up to 90% of the latter (Al-Saif
et al. 2018; Pareti 2016). Direct reporting is identified by the existence of typographic indicators (e.g.,
colon and quotation marks), whereas indirect reporting is distinguished through a combination of
linguistic indicators without any typographic ones (e.g., verbs and adverbials). An example of two
different ways to introduce reporting speech is worth considering: firstly, using quotation marks, as in
(He said: "The book is interesting"/qAl: "AlktAb m$wq" /"3sée QLS :J&); and secondly, using only
linguistic markers as the combination of the words (said/qal/J®) and (that/An/J)) in (He said that the book
is interesting/qAl An AlktAb m$wq/Gsée QUSl ) J&), Indirect speech reporting is clearly more complex
than direct speech, not only in the form of reporting but also in the interoperation of the reporter's intention

when reporting the speech. The indirect speech may lead to pragmatic usage of the reporting, which may
sult in misunder§tanding. This highlig@hallen e faging autdmatic identification for attribution
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(Austin 1975). It is a reputable pragmatic concept that has aided in identifying and understanding the
semantics of speech reporting. MSA used this theory to gain a thorough understanding of the semantics
of reporting speech and related issues (i.e., reporting elements and the relationship between the source

and writing style). One of the main contributions of (Searle 1976) is the discrimination between two types
of speech acts: firstly, constative verbs; and secondly, performative verbs. The former are propositional
sentences that can be stated to the truth value (e.g., she said: "The trees are green"/qAlt: "AlI>$jAr
XDrA"/"s) paa Ja&YI" 1) The sentences present a statement that can be assessed based on the truth
at that time with no action by the source. By contrast, performative verbs refer to those sentences that
express performing an action. Performative verbs can be assertive (e.g., suggest/AqtrH/z »®)), directive
(e.g., ask/As>l/JL)), commissive (e.g., promise/wEd/x ), expressive (e.g., forgive/AEtdr/,¥el), or
declarative (e.g., confirm/Akd/=<f). The MSA literature showcases the tremendous efforts that have been
made to distinguish between constative and performative sentences (Matloob 1986). Moreover, attempts
have been made to identify the most frequent Arabic speech acts (BwEyAd and Blxyr 2012). It was not
until 2018, with the publication of (Al-Saif et al. 2018) paper that closely followed (Pareti 2016) approach,
that the basic grounds were established for defining MSA attribution for direct and indirect speech and
clearly identifying its elements. This paper continues reporting all adaptations and results by empirical
annotation in order to construct a gold standard attribution corpus for Arabic.

In the domain of computational linguistics, existing Arabic NLP systems do not usually target reported
speech itself. They mainly focus on automated retrieval of quoted segments without going further into
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either the enunciative modality or the linguistic analysis of the introduction markers of the reported
speech. One reason for this is the absence of an annotated corpus for attribution in Arabic, which covers
both direct and indirect speech with their features. Most studies have used datasets consisting of long
pieces of domain-specific text or short texts (e.g., Twitter posts).

For short texts consisting of tweets written in Arabic, (Rabab’ah et al. 2016) examined author
identification in the context of social media. The dataset consisted of 38,386 tweets for 12 users. The
researchers used Naive Bayes (NB) and Support Vector Machine (SVM) based on 340 stylometric
features (SF) and 57 morphological features (MF) in mostly POS-based features. In the experiment, SVM
showed the highest accuracy on the combined feature sets, which was 68.67%. In a later study, (Al-
Ayyoub, Alwajech, and Hmeidi 2017) extended the experiment by applying the BOW approach to derive
a third feature set. They derived the same result for the SVM classifier in terms of accuracy, and no
significant advantage was identified for SubEval features with the exception of a reduction in the classifier
in building time by 93%.

For long texts, (Alam and Kumar 2013) addressed the authorship attribution problem by proposing a
novel Arabic feature extraction system that considered semantic features from morphological structure.
The dataset consisted of 100 articles evenly distributed across 10 authors. The highest accuracy was 98%,
which was achieved by applying the semantic features and SVM_light algorithm. In (Otoom et al. 2014),

her experiments@ere conducted with fi ysifiers, including Bay@sNet, MultiBgestAB, NB Random
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conducted with the hold-out test, and an accuracy of 88% was achieved with the MultiBoostAB method,
thereby proving the robustness of the proposed feature set for long texts. The authorship authentication
problem was addressed by (Alwajeeh, Al-Ayyoub, and Hmeidi 2014). The dataset consisted of 500
articles distributed over 5 authors. The highest accuracy was 99.8%, achieved using SVM, whereas for
NB, the accuracy was 99.4%.

Recently, a study was undertaken that involved combining a set of classifiers and voting their prediction
for authorship identification (Al-Sarem et al. 2020). Two types of features were used: firstly, stylometric
features; and secondly, distinct words from a large fatwa corpus, which was assembled from the Dar A!l-
ifta AL Misriyyah website. The results indicated that the AdaBoost methods obtained the highest accuracy
for the balanced dataset, whereas the Bagging methods obtained the highest accuracy with the unbalanced
dataset. The authors also offered a review of recent initiatives using the manual collection of labeled
articles with the author and their style in Arabic articles, including (Ouamour and Sayoud 2018) and
(Ahmed, Mohamed, and Mostafa 2019). Further, they emphasized the importance of an attribution corpus
with high-quality annotation of morphological, syntactic, and semantic analysis.

In the same context, (El Bakly, Darwish, and Hefny 2020) used an Islamic fatwa corpus for “traveler's
prayers” in the main Islamic jurisprudence doctrines of Hanfi, Malki, Shafie, and Hanbali. The dataset
consisted of 1,073 fatwas, which were partitioned into two groups: firstly, 751 fatwas for a training set;
and secondly, 322 fatwas for a test set. The aim of the study was to attribute the unknown fatwas to one
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of the main Islamic jurisprudence doctrines and to create a new corpus of the traveler’s prayer fatwas. In
their work, they applied a novel model based on employed ontology as a semantic feature. In their
experiments the achieved performance for their proposed method was 90%.

4. Attribution Schema of Arabic

The proposed annotation schema for attribution relation in Modern Standard Arabic (MSA) is presented
in this section. Our guidelines are based on the work of the Penn Discourse Treebank (PDTB) (Prasad et
al. 2006) and the Penn Attribution Relation Corpus (PARC) (Pareti 2011, 2012, 2016; Pareti and Prodanof
2010), with certain adaptations and extensions to suit MSA. The definition of attribution relations
includes three basic elements: cue, source, and content. In addition, reporting an event or discussing a
topic usually involves other individuals’ speech with supporting materials, including temporal cues and
locations, which lead to additional elements (i.e., supplemental information). These supporting materials
are usually used to provide a detailed description of entities or events, or to support facts that are
mentioned in the content. Each basic element may have related supplemental information. For example,
the temporal text expresses the timing of the attributed cue.

The four constitutive classes are the cue, the source, the content, and the general features of the attribution.

is worth mentidhing that an attributio
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of supplemental information as follows: the cue supplement (enclosed in brackets); the source supplement

(enclosed in braces); and the content supplement (enclosed in parentheses).

41 Cue

The cue can be defined as the lexical anchor that connects the source with the content. Various syntactic
forms of the cue have been distinguished in literature and from our pilot annotation as follows (Appendix
A lists all cue types with examples):

e A reporting verb/speech act that is either constative or performative, such as (said/qAl/Jé ) in
Example 1; (stated/ StH/z »=) in Example 2; and (confirmed/ >kd/= ) in Example 3.

e Adverb works as a reporting verb, such as (declaring /mEInA/bl=<) in Example 6 and
(explaining/mwDHA/ s <) in Example 7.

e A prepositional phrase works as implicit reporting verb, such as (according to/bHsb /css) in
Example 8.

e Absent cue (or implicit cue), such as (Sara: I will study today/ sArh: swf >drs Alywm / < g 13 )l
a3 530, which is understood from the context as (said/ qAl /J%).
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Ex.3

i 15 1999 ale "o o) 8 S ] {5l A Anland) daiil a s€al) SSOall o Jigpmnal} (453N (5 sians JUB
Liil Y] s vin) il) s g oo pssnn sisi g 55 pasSe 5 slae ghlis (o |30 Cpdll g ] (0 aginlle il <il] 300
My s a8 411 138y Gl Lol

Dmitry Lashotin {the official of the State Centre for Tourism Development in Tai} said [to the
France Press Agency]: “In 1999, we visited about 300,000 tourists, most of them Russians who came
from neighboring regions — Yerovo and Novosibirsk — and only about a thousand foreigners. This
number increased rapidly”.

Cue Status: Explicit, Cue Purpose: Assertion, Attribution Style: Direct, Determinacy: Yes

From: 20000715_AFP_ARB_0030.raw

Ex.4

G sel) sk s sy St Gl g Y 401 5Y il () Sus &) g Laiad ) U i) 261" [ 53 388 (S8 358 e

The Iranian minister stated [to television]: “We have considered that the OPEC meeting will be
premature because we have to wait and see the development of the market”.

ANy W F AN =
Cue Status: Explicit, Cue Purpose: Declaration, Attribution Style: Direct, Determinacy: Yes
HE B "'l ™ 1 ] 'l P | I " B E B N

From: 20000715 _AFP_ARB 0046.raw

Ex.5

(Y sl 83 Wasan) o) 3l e Cliladl _p shii e (Gl oal) (i g (pss plana B jall (i ) )

Iragi President Saddam Hussein confirmed /raq's keenness to develop relations with neighboring
Iran (according to the Iranian minister).

Cue Status: Explicit, Cue Purpose: Assertion, Attribution Style: Indirect, Determinacy: Yes

From: 20001015_AFP_ARB_0100.raw

Ex.6

. ’qujm”ﬁﬂy/sfm/‘)hﬂ/u/um

Declaring that the explosion of the American destroyer is a “terrorist act”.
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Cue Status: Explicit, Cue Purpose: Assertion, Attribution Style: Indirect, Determinacy: Yes

From: 20001015 AFP_ARB_0164.raw

Ex.7

Lo gal] s gl Lo o) e Al Colarlet il 43/ i g

Explaining that he had received instructions to do so from Saudi Airlines.

Cue Status: Explicit, Cue Purpose: Assertion, Attribution Style: Indirect, Determinacy: Yes

From: 20001015 _AFP_ARB 0017.raw

Ex.8

Al il ansly Cranial) cauny aaf Jldie | 2l al s

No one was arrested, according to the police spokesman.

| | | — | | [ i | | =
Cue Status: Implicit, Cue Purpose: Declaration, Attribution Style: Indirect, Determinacy: Yes
BEH N Qb || B 1 B

From: 20000715 _AFP_ARB 0076.raw

The cue status feature has two options: either Explicit to specify whether the cue explicitly occurred in
the text, or /mplicit in case the cue is not mentioned in the sentence. To distinguish between these two
types of cue status more effectively, it should be noted that if the attribution has two verbs, the first of
which is an attributed span and the other part being the verbal phrase in the content, then it is an Explicit
cue. By contrast, if there is only one main verb, then the first is the cue, and this can be considered an
Implicit cue. Implicit cues are used often with indirect attribution with no quotation marks, where there
is only one main verb in performative speech acts, expressing the attribution and the action/fact in the
content simultaneously. The cue in such cases will be included in the content, such as She demands

e

additional investigation / s8u=a) G~k sl and he promised more attention /pLia¥) (e 2 a1 3e 5,

The Explicit cue is used with either direct speech, when the content is introduced by punctuation marks
(in this case, : or ""), or with indirect speech, when it is not possible to determine whether the content has
exact words of actual speech. The indirect speech is commonly associated with particles (that/An/J)). To
distinguish the Implicit cue from non-cue verbs,' one suggestion to the annotators is to convert the Implicit
cue into a direct attribution using a reporting verb (e.g., such as said/qAl/JY¥), and then to identify the

1 All verbs are pre-highlighted in the tool.
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content boundaries between quotation marks. If the conversion is achieved successfully without changing
the meaning of the reporting or generating redundancy, then it is an /mplicit cue.

Consider the example of the verb “demand” in (She demands additional investigation /S (st lUad),
To determine whether it is an /mplicit cue, we convert the sentence into direct speech, which produces
(She said: “I demand an additional investigation”/ Sl Gisi QILI": &) If the meaning of the
sentence is clear with no redundancy, then it is an Implicit cue; otherwise, there is no attribution.
Examples 3 and 5 show an Explicit cue with direct speech and indirect speech, respectively, while
Examples 8 and 9 show an Implicit cue with indirect speech.

Ex.9

Al Gl lia 8 (ST il LT

She demands her participation in peace negotiations.

Cue Status: Implicit, Cue Purpose: Directive, Attribution Style: Indirect, Determinacy: Yes

From: 20000815 _AFP_ARB 0078.raw

naer Publisnin

Although it is not strictly part of the cue, the cue supplement is the text span that is relevant to the
interpretation of the cue. Usually, the narrator is keen to transfer the circumstantial occurrence of the
attributed text in order to confirm the credibility of the transfer, on the one hand, and to address the
expectations of the recipient and the knowledge background (thus understanding the attributed content),
on the other hand. The forms for the cue supplement are as follows: adverbs expressing a status such as
(laughing/DAHKA /Sal=) and (in say while laughing/qAl DAHKA / Salaa J8); temporal circumstances
such as (afternoon/zuhraan /) »%%) and (evening/ masa'/s\L); or a particular location, such as (in Riyadh/fi
alriyad/o=L Y 2). However, certain modifiers, including prepositions such as (on/ E1Y/l=) and (states
that/ nS EIY /e u=), are tagged as part of the cue if they do not express extra semantics to the attribution.
Examples 3 and 4 contain a cue supplement, but Example 5 does not contain supplemental information
about the cue.

Cue negation is a feature that can be used to determine whether the cue is modified by one of the negation
tools, such as did not/Im/a, or whether the cue itself is a lexical verb indicating negation, such as denied/
rfD/u=é). The significance of the cue in terms of proof and negation plays an important role in
determining the significance of the narration of the attribution and constructing a discourse relation with
the preceding and attached texts. Additionally, it is used in sentiment analysis of the attribution.



Amal alsaif et al. / A Corpus of Arabic Attribution

Table 1: Negation in an Arabic context

No/lAY/

Will not/ Lncs/

With negation tools/ ) &l ol Not/ lys=/

Did not /lmaY/
INegation

Did not / mals/

Denied/ rfDu=8/

Lexical negation verbs/ &l i JeilGainsay/>nkr /S

Disclaim /nfY &/

Table 1 presents several examples of both types of negation forms in Arabic. In Example 10, the cue is
egated using a negation tool (no/Im/a), s in Example 11, the c iithe negation verb se‘nantically.

Yl in Ulaca 5l ]yl e Cila slaa 245 2

Did not report any information about damages or casualties yet.

Cue Status: Implicit, Cue Purpose: Declaration, Attribution Style: Indirect, Determinacy: No

From: 20000815 _AFP_ARB_0037.raw

Ex.11

24 o 0l A il S ] g ) ) Al ill s A_pa Y o IR0 50 Ll i 5 s IS A g i) ollaled] cad
(s s 8 g e bobud S g b

The Russian authorities have refused all offers of foreign aid, American and British (which aims to
rescue the submarine carrying 24 ballistic missiles not equipped with nuclear warheads).

Cue Status: Implicit, Cue Purpose: Assertion, Attribution Style: Indirect, Determinacy: Yes
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From: 20000815 AFP_ARB_0088.raw

The cue digression feature occurs when the cue digresses from a formerly reported text, such as in
Example 12, where the attribution could not initially stand alone. The cue here is usually not a verb;
instead, it is an adverb acting as a verb, such as (adding/mudifaan/\4was, pointing/mushiraan/ i),
Correspondingly, the attribution purpose here should share the same properties of the preceding

attribution.
Ex.12
i gaalii § ) g s liic Y1 6 3305 50al) Ui dga 5 uSed” s3nal] Lua oSl ALSE ) [pdlaaall] (e 5o oo

M paiiins USigl) 50le ) 5815 il sia 1) o] 8 ali5Y) ) lisa ¢ e sSa )

Mugabe announced [to reporters] that the new cabinet “reflects our new viewpoint and takes into
account the need to reduce government expenditures”’, adding that “the decline at the present time
is modest, but restructuring will continue”.

Cue Status: Explicit, Cue Purpose: Declaration, Attribution Style: Direct, Determinacy: Yes

From: 20000715 _AFP_ARB 0061.raw

In certain cases, identifying the source of the reported text is not trivial, especially if the writer uses

Source

implicit cues in indirect speech. To overcome this ambiguity in the annotation process, we define four
types of sources with examples in the manual.

The source is defined as the entity or the agent that owns the content. Syntactically, the source is often
the subject of the reporting verb (i.e., the cue, whether Explicit or Implicif). Similar to the PDTB
annotation (Prasad et al. 2006, 2007) and PARC (Pareti 2016), the source is annotated by specifying the
source type, as well as a word or phrase that expresses the source. The source type expresses diverse types
of agents: (i) the author or writer of the text (WR); (ii) any specific agent other than the writer that
explicitly occurs in the text (EXP-AG); (iii) implicit agent when it is referred to from former sentences
(IMP-AGQG); or (iv) the source is annotated as (MISS), in which case the writer did not refer the speech to
a specific agent.

Generally, the source is WR when the subject of the speech act, the cue, is the writer. After attributing all
the text in an essay, the remaining text is by default attributed to the writer. Additionally, EXP-AG occurs
when the source is introduced in the attributed sentence, such as in Examples 3 and 12. An EXP-AG can
also be an adjective, as in Example 4. Mostly in digression attribution relations, the source is referred to
by preceding sentences, as in Example 12, where the source is attributed as IMP-AG for the cue
(adding/mudifaan/lxas). The final source type is when the agent is (anonymous/mubni lilmajhul/ =
Jsex<l), as in Example 13; in this case, the source is attributed as MISS.
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Ex.13

i (N Gl b L] 5 5Y G S pall alia of SYy

It is noteworthy that only the first and second place winners qualify for Sydney.

Cue Status: Explicit, Cue Purpose: Declaration, Attribution Style: Indirect, Determinacy: Yes

From: 20000815 AFP_ARB 0051.raw

The source supplement feature tags any additional expression related to the source itself. Any
supplemental information specifying the time or place is related to the cue and not to the source. For
example, any relative clause describing the agent, as in Example 3, is a source supplement. It is
noteworthy that the supplement span should include the description of the source after the source span,
in Arabic. If the description appears before the source, such as in the phrase (Prime Mister Ahmad/ )
sl el 34l0), then it is a part of the source itself and is not considered a supplement.

nRder Publishin

The content is the basic element expressing the claim or the reported news, and it occurs in the form of a
textual statement attributed to the source. The attributed material might range from one word to multiple
sentences. In explicit attribution, the content must be either between quotation marks (“”’) or after a colon
(1), which is explicitly direct (as in Example 3). Alternatively, the content must start explicitly with the
particle “that/ >n /o as indirect attribution (as in Examples 7 and 13). By contrast, the boundary of the
content in the implicit cue is not clear, and thus, the whole text with the cue and the source is annotated
as content in order to preserve the syntactic structure of the sentence, as in Examples 9 and 10.

Content supplement: This relates to any additional clauses that are relevant to the content, but that are
not part of the reported speech. The content supplement is added by the writer to provide background
information or more justification relating to the entities or events in the content. The content supplement
is not frequently used in reporting speech and it does not appear in the middle of the content (usually, it
appears at the end of the content). An example of this is the relative clause with the pronoun (which/ Alty
/), as in Example 11.

Content negation: The content can also be negated using either negation tools, such as (no/ Im /al) in
Example 8 or negation verbs in verbal phrases, as shown in Table 1. Negation nouns, such as (refusal/
AlrfD /u=8,))) and (denial/ AnkAr /JS3), in the content itself make this feature true.



Amal alsaif et al. / A Corpus of Arabic Attribution

4.4 General Features

In addition to textual features (cue, source, content, and their supplements), the attribution relation has
other important semantic features related to the attribution in general (i.e., rather than to specific
elements). Encoded semantic features are useful in many areas, including information/opinion extraction
systems. Therefore, we annotate these features with the attribution to offer a rich resource for different
language modeling tasks and their applications. The general features include attribution style,
determinacy, and attribution purpose.

The attribution style feature, which can either be direct or indirect, determines whether the reported text

contains the exact words of the speech (direct), as in Examples 3 and 12, or whether it involves
paraphrasing (indirect), as in Examples 5, 9, and 11. Direct speech often presents the exact words with
punctuation marks (: or ""), whereas indirect speech does not use quotations but may use the particle
(that/ >n /of). Generally, direct attribution involves using an explicit cue and content, whereas indirect
attribution often uses implicit cues (see the description of the cue element).

Hypothesis/ 4 s aadl baill <l sl |13/ <*4/5f
ifl w
Y sVIwlA / if-not
WV if-not/ IwmA
Future tense/ 4le Jayg b d=b | Gwwill/s
N < gw/shall/swf
) S/may/qd
L/ rbmA/ might

The determinacy is a feature compliant with the PDTB guidelines, which determines whether the
attribution relation is factual or non-factual, regardless of the truth status of the content. The attribution
becomes a non-factual relation (indeterminacy) when the attributed span is in the scope of hypothesis,
future tense, or negation. In case of the negation, we must be sure that the negation for the cue itself not
for the content, such as Example 10 the cue (did not report /lm tfd/ ol) is negated, consequently the
attribution relation is annotated as indeterminacy. Table 2 presents the function words as modifiers to the
cue in conditional sentences and the future tense. Accordingly, Example 14 presents the attribution
relation in the future tense with a future keyword (will/sa/us). In hypothesis reporting speech, the
conditional function words, such as (if /<Iw/s}), contribute to the indeterminacy of the attribution relation,
as in Example 15.
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Ex.14

olan ol ) Jlie | 5ole ]y Caindl e (i il s Ciinl] (i [l e puly il i ) (ge] lbages

He will ask [Palestinian President Yasser Arafat] fo stop violence and incitement to violence, and to
re-arrest Hamas terrorists.

Cue Status: Explicit, Cue Purpose: Directive, Attribution Style: Indirect, Determinacy: No

From: 20001015 _AFP_ARB 0223.raw

Ex.15

Al 5l LaS g 4y e LSy pLY) 03 Luilas g o diaaall Ue ) o) juess 4] i) yae U pd )

If Omar al-Bashir told us that ie will pass our atmosphere of spirituality these days, we will celebrate
as worthy of his leadership.

Cue Status: Explicit, Cue Purpose: Declaration, Attribution Style: Indirect, Determinacy: No

The attribution purpose is a feature that signifies the nature of the relation between an agent and the

cue. It describes the reason for using this particular cue in the reported speech. Based on well-established
linguistic theories, including Speech Act Theory (Searle 1976), we classified speech acts (cues) into five
distinct purposes in a flat taxonomy of attribution purposes, which is given as follows:

(1) Assertion: The source tends to emphasize their opinion or commitment to the truth of the
proposition in the content (e.g., said/qal/J%, assert/Akd/S|, mention/dkr/_S3).

(i) Directive: The attribution content presents an order or a request conveyed by the source to others,
such as the actions of requesting (e.g., order/Amr/ ! request/dlb/k) or questioning (e.g.,
ask/sAl/Jls | question/ Astfhm /agdin)).

(iii) Commissive: The source reports their obligation to do something (e.g., bet/ rAhn /c») ), pledge/
wEd /2= 5, and oath/ >qsm /asdl).

(iv) Expression: The source expresses their feeling or regret (e.g., apologies/ AEt*r /,Xel,
congratulate/ hn>/ U, thank/ $kr / S3).

(v) Declarative: The source declares something without emphasizing their opinion, feeling, or
obligation (e.g., announced/ >Eln /o], informed/ >blg/ &L, stated/ >fAd /-f),

Explicit attributions, both direct and indirect, often express Assertion and Declarative speech, such as in
Examples 3 and 4. The other attribution purposes (Directive, Expression, and Commissive) are commonly
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used for implicit indirect attribution. Our empirical study will highlight all significant usages of speech
acts with examples, which represents one of the fundamental contributions of this research.

Under Publishing
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5. Building the Attlmam: Attribution Corpus for Arabic
Corpus

The Arabic Treebank is frequently used in Arabic natural language processing (NLP) studies and
applications. It is a large-scale corpus annotated for morphological and syntactic annotation. The Arabic
Treebank (ATB) was expanded by the Leeds Arabic Discourse Treebank (LADTB), which was initiated
by (Al-Saif and Markert 2010), in order to include explicit discourse relations. Given that it is vital to
support research in computational linguistics, we decided to expand again the ATB by annotating the
attribution relations in the LADTB, which contains 536 news articles.

Annotation Methodology/Process

Human annotation is the most precise way to generate high-quality, gold standard language resources,
particularly for languages such as Arabic that are low-resource languages. Later, this gold-standard
resource might be used to generate automatic or semi-automatic identification or retrieval systems.
However, annotating a large number of texts is time-intensive and costly. Therefore, the more intelligent

e annotation tool§ available, the greate ility in facilifating a r@liable annotation. [ |
Ithoughtth @ g 0se an toals s Ide a detmant2009)
temetorp et 1 2 (Miilleg and Stru 6 A i t alJ2013), cert

assistive features (e.g., annotation using radio buttons or dropdown lists, which increases the efficiency
and convenience of the process) are not supported in these tools. This is especially the case for right-to-
left script languages such as Arabic. The pre-annotation process is also not supported (e.g., in terms of
tasks such as highlighting lexical items in a given text, which can greatly assist annotators). Most
available tools are restricted to only general tasks (i.e., POS tagging and shallow tokenization). In
addition, to the best of the author’s knowledge, there is no annotation tool that provides an integrated
study of agreement with several measures for label and text span attributes.

For the reasons given above, (Al-Saif et al. 2018) developed the ESNAD system (Extracting Sentence
Attribution in Arabic Discourse). This annotation tool was developed for annotating attribution in Arabic.
Noteworthily, the tool provides valuable annotation features and, furthermore, can compute all types of
inter-annotator agreement measures (e.g., exact match, accuracy, F-score (Joshi 2016), Kappa (Siegel
1956), and Agr (Artstein and Poesio 2008) for text attributes) by only selecting the files of the two
annotators, as in Figure 2. The main interface of ESNAD is shown in Figure 1.

Annotation Process

Two native Arabic speakers with a background in linguistics performed the annotation on 537 files from
the LADTB, which is a subset of ATB Part 1. As mentioned before, this corpus will contain all layers of
text analysis after annotating attribution. After applying all adaptations to the annotation guidelines and
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the tool as a result of the pilot annotation in (Al-Saif et al. 2018), the annotator uploads the desired file.
In turn, all potential cues (which are essentially verbs) are highlighted,? and they are listed in order to
assist in making a decision about whether each one is a correctly attributed span (IsCueAttribution, see
Figure 1). Then, the annotator completes all related attributes for the attribution span using the
instructions provided in the annotation manual. The manual can also be reached via the help menu in
ESNAD. For any additional information or comments, the annotator can write notes related to the
attribution. The text fields should be filled only by marking the desired text from the text area and then
clicking on the arrow button. The tool will automatically copy the text and save the indices of the
boundaries.

The cue (announced/ >Eln/cef) in Example 16 is an attributed span, and the supplement is during the
journalism conference/xIAl m&tmr SHfy/ isa i JMA, The annotator highlights (Foreign
Minister/wzyr AlxArjyp/as_Jall 1 )s) as the source of the attribution, with no supplement related to the
source. According to our guidelines, the source type is EXP_AG because the source is explicitly
mentioned. Likewise, the phrase (that the talks he had held in Baghdad resulted in an agreement to revive
the old committees and resolve all related issues/ Sl sbal oo FEY) e G jdul Ay S lal ja) Sl clialaall o
Adlaiall Ll aies Ja g Aaadll) is marked with no supplemental information too. In addition, there is no
negation of the annotated span and content.

ATAFA P
Exio PR PR o ‘
s dapaill Glalll e ba) e GEY] e < des] dlais 4 U] a) G Cliolaal] ) [ shaaa saise NA] daa JA1 555 el

dileiall Lluadll g sen

The Foreign Minister [during the journalism conference] announced that the talks he had held in

Baghdad resulted in an agreement to revive the old committees and resolve all related issues.

Cue Status: Explicit, Cue Purpose: Declaration, Attribution Style: Direct, Determinacy: Yes

From: 20001015_AFP_ARB_0068.raw

In the last panel, the annotator must annotate three general attributes: attribution style, cue determinacy,
and attribution purpose. In Example 16, the style of attribution is indirect because it does not represent
the exact words of the source. In addition, the determinacy is “yes” as the attribution is factual, while the
purpose of attribution is declaration because there is no emphasizing, feeling, and the source simply
reports the speech.

22,600 verbs were extracted from ATB.
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It is essential to note that the annotator is not restricted to the suggested verbs as potential cues. Instead,
the annotator can annotate any text span as a cue by selecting the desired cue and clicking on the “New
Cue” button, and then completing the annotation.

|£] ESNAD - [m} X
File Align Agreement Study Help

impict |Afibution 20001015_AFP_ARB_0068

Cue Saurce AFP_ARB.0068_20001015,
Ol [ Blyall 63¢ 1.0-91/ 1.5 0187 5 3 00821

Cue Supplement; Source Supplement:

. aaleall Lasl slpsly assludl ol Lol (als Lassl : Syl
Cue Status: Selectoption SIreRipe Selectoption

Ulasll oo 55 anuaall oladll sl e SlasVl o0 Epiiatl slase 8 a3l ol Gbsleall 0l 51,5 UloS Gl @) 9 BIET (0 8 1)10-15 o
Cue Digression: |Selectoption ~aaloot!

Cue Negation: | Selectoption

IS ll, S Lo o0 Lo Lo S slpsl (s K835 8,501 01 " 03 (sl 135 @Vl 8 il Jaaws 0l Jo8 sl plro sl o8 oluslyal) o551, UG

G uclg G345 Lulg + 1997 le LS5 Basw ol Ol 131> (30 o 0l G 28 " W58 Loy " aslmoll Llaall o duil Ml 481l S yell Glgiaw JS|
Attribution Style: Selectopton glloc 8ilop ulll 018 LS

<< Determinacy: Selectoption
ALVl LLaall JSg « slagiall 18, sl £9.090 elliSs « cudganally Sl g5l Glac o 3l b JS U5 8 glastl” 08 JoMI" yc w55, Lyl
ol Lplals sl aslsall

o Attribution Purpose: Selectoption v 2yl

Content Supplement
Comment; ol Vg8 JLawls £ " Uiy Clisleoll UM ali 5 18 Sliell 8 duwrall Glisll 8)03) Gl V] 938 Slitiawl 5090 0l 01l Azl 039 Gally
2l gl Il bl gog sl @slol. Loy

Content Negation: |Selectoption
g2 s GlOVe Bl 5> 1> JS Ll 030 JEN ol 8 " Ul 1997 ple a8l ulusl s ls o> o> GBUE 0l8l 6,950 1381 oLl ol 58y

sl e as8lsi

New Cue

8l 8 g
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Save Annotation

Figure 1: Main interface and initial state of ESNAD, where all potential cues are highlighted in the text and listed in the
“Suggested Cue”

Inter-annotator Agreement

After annotating attribution relations in ATB Part 1, we applied the agreement study implemented by
ESNAD. This function takes as arguments the annotated files from the first and second annotators. Five
measures are applied: for label elements, we conduct observed agreement, precision, recall, F-score, and
Cohen’s kappa (Siegel 1956) to consider any random or expected agreement by chance.

The level of observed agreement is calculated by dividing the number of instances agreed on by both
annotators by the total number of instances considered. Precision and recall are two important measures,
the weighted average of which is known as the F-score. Generally, precision refers to the proportion of
correctly predicted positive instances relative to the overall predicted positive instances, while recall
refers to the number of correctly predicted positive instances relative to the actual positive instances (Joshi
2016). Table 3 provides an overview of the results obtained by applying the inter-annotator agreement
study of label features.
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File Align Agreement Study Help

Implicit Attribution

Cue: =] Agreement Results — O X
Cue Sui Element Observed Agreement  Precision Recall F_score Kappa
| Attribution Cue 96% 87% 87% 0.87% 85%
CIJE:E Cue Status 92% 96% 94% 95% 72%
Cue L Cue Digression 84% 91% 89% 90% 55%
e N e Negation 08% 99,5% 99% 99% 65%
rnmpr; Source Type 92% 69% 78% 73% 79%
Content Negation 94% 96% 97% 97% 42%
Attribution Style 90% 90% 85% 87% 87%
Attribution Determinacy |82% 97% 80% 88% 25%
Content| T
Attribution Purpose 74% 68% 68% 068% 56%
C""h;
—| Element Agr
_|Cue Agreement 99.9%
Cue Suplement Agreement 97%
Source Agreement 99%
Source Suplement Agreement 98%
Content Agreement 99%
Content Suplement Agreement 99%
Figure 2: Screenshot of inter-annotator agreement study in ESNAD
| |
able 3: The re ofinteg;anndfatqr agreemention all label ]
Total potential attributions | 13,260
Total attribution relations | 2,334
Element Observed Agreement | Precision | Recall | F-score | Kappa
IsCueAttribution 96% 87% 87% | 87% 85%
Cue Status 92% 96% 94% 95% 72%
Cue Digression 84% 91% 89% | 90% 55%
Cue Negation 98% 99.5% 99% | 99% 65%
Source Type 92% 69% 78% | 73% 79%
Content Negation 94% 96% 97% | 97% 42%
Attribution Style 90% 90% 85% 87% 79%
Attribution Determinacy 82% 97% 80% 88% 25%
Attribution Purpose 74% 68% 68% | 68% 56%

For text span elements such as attribution content, source, and cue supplement, we applied the Agr
measure (Artstein and Poesio 2008). Exact Match is equal to 1 when exactly both annotators marked the
same text span, whereas it is equal to 0 when there is no intersection between each annotator’s selections.
For partial agreement, we used the AGR measure presented in Equation (1), where Annl refers to the
first annotator, Ann2 refers to the second annotator, and tokens refer to words. The overall agreement by




Amal alsaif et al. / A Corpus of Arabic Attribution

AGR is the average of both directions of AGR(Annl||Ann2) and AGR(Ann2||Annl). Table 4 presents all
Agr measurements.

AGR (Annll |Ann2) — (#matched tokens between Annl and Ann2) (l)
(#tokens of Annl)

Table 4: Inter-annotator agreement of text features using AGR metric

Text Span Agreement (agreed attribution =2,334) | Avg Agr
Cue Supplement Agreement 0.97
Source Agreement 0.99
Source Supplement Agreement 0.98
Content Agreement 0.99
Content Supplement Agreement 0.99

6. Results and Discussion

| |
he ti e u aken ¢ rlyl6 mont uding|a t nd revi g
riﬁ nFle 3, tl annotatue 3 a‘Jib instanc al&tﬁn
elations, Wi is ues (Appendix A gives etiofitheselcucs). scribed previously, we

highlighted all verbs in the Arabic Treebank (ATB) and asked each annotator to decide on its function
(i.e., whether it is a cue or not). The accuracy of IsCueAttribution was 96% with an F-score of 87% and
a Cohen’s kappa value of 85%.

The main reason for the disagreement in the results occurred when the cue is not a verb; noun or adverb
cues were not highlighted in the tool. Therefore, the annotator may have overlooked implicit attributions
of these cues, in particular. For instance, the cue (according/ AstnAdA/25iul) is a noun cue of attribution
that was missed by one of the annotators. Another case of disagreement was the confusion over
considering the modifier function words as part of the cue or as part of the supplemental information of
the cue, as in Example 17. Nested attribution was also sometimes missed by one of the annotators who
only considered the higher level attribution. For example, the nested attribution located in the supplement
of the source at the relative clause in Example 18 was missed by one annotator.

Ex.17

285k g U Sl g gl Y68 (0 DS 5 s Sl je Gl {55 (B} Sidandd ule by jaas [ ]Il
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According [to] a Palestinian diplomatic source {in Hanoi}, Arafat will visit Kuala Lumpur, Jakarta,
and Tokyo.

Cue Status: Explicit, Cue Purpose: Declaration, Attribution Style: Indirect, Determinacy: Yes

From: 20000815_AFP_ARB_0019.raw

Ex.18

Ll slan [ pulsmsl Lllihs) 5 L glani e 58] 30 ail jadl o La” { Giaad) (e Gilas paaie 431 JB 31} Ll Cilia)
"ol b e opin S

The young man, {who said he was a former member of the Army}, added: “What crimes did our
women and children commit to lead such a miserable life as refugees from country to country?”

Cue Status: Explicit, Cue Purpose: Declaration, Attribution Style: Direct, Determinacy: Yes

[ | | ™
From: 20000815 AFP_ARB 0068.raw

Based on the results described above, we conducted the rest of the agreement measurements of the other
elements on the 2,334 agreed attributions. The agreement on cue status (explicit or implicit) achieved
92% accuracy, 95% in F-score, and 72% in Cohen’s kappa. Disagreements in this element arose from the
ambiguity associated with determining the cue in implicit attribution. Certain cues are frequently used as
explicit cues such as (announced/ >Eln/ole|, said/qAl/JE | mentioned/*kr/_S2), but it is not always explicit
when the cue performs the function of the main verb in the content, as in Example 19.

Another ambiguity in the cue status was related to the existence of al-maSdar nominalization (i.e., where
a noun functions semantically as a verb) after the attribution cue. Therefore, according to our guidelines,
if there is only one main verb expressing the attribution and the

Ex.19

Esall gl LI Syl o]yl e [ 1998 sils isai A ...
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... announced [in July 1998] that the first test of the missile would be carried out.

Cue Status: Implicit, Cue Purpose: Declaration, Attribution Style: Indirect, Determinacy: Yes

From: 20000715 _AFP_ARB 0072.raw

action/fact in content, then the cue status should be implicit. However, the existence of al-maSdar might
confuse certain annotators, particularly regarding the issue of whether to consider only verbs as attributed
cues. For example, al-maSdar occurs in Example 20, where the verb cue is (announced/cief) and the al-
maSdar is (liberation/_»_~3), which is a part of the content that operates as a verb. In this case, the
annotator considered the cue as implicit despite the fact that al-maSdar introduces the content span.

Ex.20

are

Cue Status: Implicit, Cue Purpose: Declaration, Attribution Style: Indirect, Determinacy: Yes

From: 20000715_AFP_ARB_0081.raw

Agreement on cue digression was 84% in terms of accuracy, 90% in terms of F-score, and 55% in terms
of Cohen’s kappa. The default status is “no”, but the annotators may have been confused when the
semantic function of the cue usually exhibits digression, such as (adding/mudifaan/‘s=s) and
(pointing/mushiraan/!_is), which are frequently used to add content to the main attribution. Sometimes,
they considered it as a new attribution with no digression, as in Example 21. Other disagreements resulted
from the following: firstly, using different lexical terms to refer to the source in the additional attribution,
as in Example 22, where (George/z_s>) is (The new Al-Nasr coach /asll jaill @ 514) who is mentioned
in the last attribution; and secondly, non-adjacent attributions of the same source, especially in news
articles where a list of attributions are mentioned consecutively.

Ex.21
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el il A el 5 ¢ gl LAY/ ) Gl (o ) il G pSie o 3 LE) Cilial

The witness added that the soldiers had asked the residents of the neighborhood to keep calm and
stay in their homes.

Cue Status: Explicit, Cue Digression: No, Cue Purpose: Assertion, Attribution Style: Indirect,
Determinacy: Yes

From: 20000715 _AFP_ARB 0070.raw

Ex.22

"aidl) Lalilf [ o duss / y alin o s gt i (& 48 Lo 4L [ g > - e &S
Lidl) L lil) po dndalal] ansd sall o ilisie a sl G Lo Al [sasmall ) seanll] 7 osa 20 g5

different from the previous seasons technically".

The new Al-Nasr coach added, "My experience in the field of training extends to twenty years, and
my separation last season was to catch my breath and stay with my family. Although I received
several offers from French, Italian, and Spanish clubs, I preferred to rest".

Cue Status: Explicit, Cue Digression: No, Cue Purpose: Promise, Attribution Style: Direct,
Determinacy: Yes

Cue Status: Explicit, Cue Digression: No, Cue Purpose: Assertion, Attribution Style: Direct,
Determinacy: Yes

From: 20000715_AFP_ARB_0060.raw

High agreement was achieved on cue negation, with 98% accuracy, 99% F-score, and 65% Cohen’s
kappa. The low Cohen’s kappa value can be attributed to the fact that most cues are not negated. The
limited number of ambiguous cases arose due to confusion over the semantic function of the cue. In
particular, one annotator focused on the semantic function of the cue itself, as in Example 23, while the
other considered the meaning of the attribution, which conveys a degree of negation, see Example 24.
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Ex.23

s S 1986 A iy e e ] 8 Guinil] Ul S e Liadll alol Jsiall 5 jlical] an yie yiad

The embassy interpreter refused to appear in court as part of an investigation into the 1986 attacks

in Paris.

Cue Status: Implicit, Cue Negation: Yes, Cue Purpose: Assertion, Attribution Style: Indirect,
Determinacy: Yes

From: 20000715 AFP_ARB_0080.raw

Ex.24

Cue Status: Explicit, Cue Negation: No, Cue Purpose: Declaration, Attribution Style: Indirect,
Determinacy: No

From: 20000815 AFP_ARB 0022.raw

Regarding the cue supplement, which is any additional information related to the cue itself, the level of
agreement amounted to 97% on the AGR metric. One annotator included the modifier in the cue and the
other included it in the cue supplement, as in Example 17. Some supplemental information occurs far
from the cue itself, which led one annotator to miss marking it as a cue supplement or to include it in
other supplemental features (e.g., for content or source).

For source, a high level of agreement was achieved (99%) on the source span, which presented a reliable
description in our guidelines. However, the source type (WR, EXP-AG, or IMP-AG) achieved an
accuracy of 92%, an F-score of 73%, and a Cohen’s kappa of 79%. Although the feature was defined
clearly in the scheme, disagreements occurred between EXP-AG and IMP-AG. In particular, the position
of the source in the attribution was not close enough to the cue or it was mentioned in the previous
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attribution with digression attributions. In Example 25, the source of the second attribution was mentioned
in the first attribution. One annotator considered the source here as IMP-AG but the other marked it as
EXP-AG since the source is in the same sentence span. For the source supplement, which consists
predominantly of relative clauses describing the source, a high level of agreement (98%) was achieved
using the AGR metric. The disagreements that did occur may have been caused by the inclusion of the
description before the source in the supplement or the source itself.

Ex.25

s Lisel Crplo] (a8 9 Dy peaca L g 28l S g o3 jlaad] L smacar T plui] oIS Goload] ool o 576 31 o 2o i jic]
Msse cuelio U] G oill 5 555 Y o) cuelell s ) la

Former Juventus international coach Carlo Ancelotti admitted the difficulty of the match, and said,
"We found it difficult to impose our style of play because of the condition of the pitch first and Barry's

trength, which dgeated many troubles ﬁ_. [ | [ |

Cue Status of (admitted/—<_sel): Tmplicit, Cue Purpose: Declaration, Attribution Style: Indirect,
Determinacy: Yes

Cue Status of (said/J&): Explicit, Cue Purpose: Declaration, Attribution Style: Direct, Determinacy:
Yes

From: 20001015 AFP_ARB_0135.raw

In content boundary annotation, 99% agreement was achieved on the AGR metric. Unsurprisingly, this
high agreement is due to the fact that most attribution in our corpus is explicit, with exact words marked
with quotations, or implicit, where the content should contain the full sentence (including the cue). For
content negation, most disagreements were caused by the inclusion of the cue in the content in an implicit
attribution (as proposed in the scheme), especially when the cue was negated, such as (deny/ nfY /%)
and (refuse/ rfD/u=4). In turn, this led one annotator to consider it as negated content. In addition, it is
sometimes the case that an indirect attribution style creates ambiguity over the content boundaries and
the content negation, as in Example 26. The content supplement is also clear enough in our scheme, where
the agreement is 99%. Limited supplemental information was missed because the annotators included it
in the content for indirect attributions. Example 27 shows one case of disagreement, where the sentence
(which has a range of 1,300 kilometers/ siesiS 1300 I sl Juay s3l) was marked as content instead of
content supplement.
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Measurements were also taken of the level of agreement on the general features of attribution purpose,
attribution determinacy, and attribution style. The annotators agreed on the attribution purpose at the
levels of 74%, 68%, and 56% in terms of accuracy, F-score, and Cohen’s kappa,

Ex.26

.u/;ﬁ”/o.ldgﬁwySJJAY/wL/J}..MJ/JLSJA/Jjﬂ/‘f[c é/JLu;:(J/UA /.IS[JAL)«:J‘L:/JL\'A‘

He added that he was not sure whether a senior American official would participate in these
meetings immediately.

Cue Status: Explicit, Cue Negation: No, Cue Purpose: Declaration, Attribution Style: Indirect,
Content Negation: Yes, Determinacy: Yes

From: 20000915 AFP_ARB 0073.raw

 (5asliS 1300 A olre Jemy (5301) F 5 jluaall Iian | L) Csdl o gall " La i 365 ] iunll o)

The army announced that it had "successfully” carried out today, Saturday, a new test of the missile
(which has a range of 1,300 kilometers).

Cue Status: Explicit, Cue Purpose: Declaration, Attribution Style: Indirect, Determinacy: Yes

From: 20000715 AFP_ARB_0040.raw

respectively. Although we relied on the well-known Speech Act Theory when labeling the purpose of the
attribution (using the semantic function of the cue), we found that a large group of speech acts were
ambiguous in this empirical annotation. For example, the cues (said/qal/J¥) and (added/>DAf/—slal),
which are often used for Declaration purposes, are also used commonly for Assertion purposes in a
specific context. Appendix A shows the most common cues and their usage percentage in our corpus.
Many instances of disagreement were also identified for attribution purpose on either Assertion or
Expression, especially for cues with both functions. For instance, in Example 28, some information in the
content supplement plays a role in distinguishing the purpose of the attribution itself, which is also the
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case in Example 29. We also noticed the ambiguity associated with attribution purpose in the pilot
annotation, and so we defined a decision tree to assist the annotator in examining attribution purposes
from the less ambiguous to the more ambiguous. This minimized the probability of selecting the most
ambiguous purposes in the first place. Our findings here will re-establish linguistic studies of the purposes
of speech acts using real-world examples.

Ex.28

Tl S0 Dol yualic 4 Cald Sl Jae " il lgiiom 55 didandl [y 5l ] il 5 4 5 il

The Minister of Transport condemned [immediately] the operation and she described it as "a

cowardly act committed by hostile elements full of despair."

Cue Status: Implicit, Cue Purpose: Assertion, Attribution Style: Indirect, Determinacy: Yes

From: 20000815 _AFP_ARB 0002.raw
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V2 caelie LL/UA(;.:]/C;JL:S){; YJ/M/WJ/UBWMu}L/WJsgﬁMM Liaa 4 28" )&

He said, "We found it difficult to impose our style of play because of the condition of the pitch first
and Barry's strength, which created many troubles for us."

Cue Status: Explicit, Cue Purpose: Expression, Attribution Style: Direct, Determinacy: Yes

From: 20001015 _AFP_ARB 0213.raw

In attribution determinacy, the level of agreement was only 82%. It is worth noting that the negation
features (cue negation and content negation) may have undermined the annotators’ correct decisions
about attribution determinacy. This feature may require a strong linguistic background, which was not
applicable to our annotators. In contrast, the level of agreement was high in terms of attribution style,
which achieved 90% accuracy, 87% in F-score, and 79% in Cohen’s kappa. In this case, disagreements
mainly occurred with indirect attribution when using the particle (that/ >n/0f) with no quotation marks.
In such instances, the annotator may regard the attribution style as direct since the content is almost
exactly the same in terms of the lexical items used.
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7. The AttlImam Corpus Distribution

By examining annotation distribution in a corpus in Table 5, we identified a large variety of distinct cues
(189), most of which were explicit cues (77%). The levels of direct and indirect usage were 36% and
64%, respectively. These distributions fit with the domain of the corpus (i.e., news articles), in which the
writer tends to use words in reporting speech with high determinacy (94.17%) and non-negation (2.44%)
in terms of cue negation. The results indicate that 25% of the attributions are related to previous
attributions, which is relevant to cue digression. Moreover, the news articles contained multiple types of
supplemental information, and they explicitly mentioned the source (with 75% of EXP-AG in source
type). This is consistent with the desire of journalists to increase the truthiness of the news.

The most common attribution purposes were Declaration (1,345, 57.6%), Assertion (647, 27.7%), and
Directive (164, 7.2%). In addition, the most commonly used cues for Declaration were (added/—lzl,
announced/olel, and transferred/J%); for Assertion, the most commonly used cues were (added/—sla),
confirmed/Si, said/J8); and finally, (call/\e3, asked/<d) was the most commonly used cue in the

Directive attribution purpose.

Distinct Cues 189

Explicit Cues 1799 (77%)

Implicit Cues 535 (23%)

Common Purposes Declaration (1,345, 57.6%), Assertion (647, 27.7%), Directive
(164, 7.2%), Expression (156, 6.68%), Promise (17),
Questioning (5)

Commonly Used Cues say/qAl/J&(376), declare/A'gn/clei(294), add/ATaf/ ,(232)—ill
83,(133)=, 1 (155)(114)

Supplements Cue (920), source (335), content (95)

Source Type EXP AG (1746, 75%), IMP_AG (489, 21%), Miss (80,3.43%),
and WR (19,0.18%)

Cue Negation 57 cues with negation (2.44%)

Cue Digression 588 cues with digression (25%)
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Content Negation 167 instances with content negation (7.16%)

Attribution Style Direct at 842 (36%), Indirect at 1,492 (64%)

Attribution Determinacy | 2,198 determined attributions (94%)

8. Conclusion

The ImamAtt TB corpus is the first empirical effort to construct a gold standard corpus of attribution in
Arabic. With this corpus, researchers in diverse fields such as authorship identification, news validation,
and sentiment and opinion analysis can extract lexical, morphological, syntactic, semantic, discourse, and
attribution features. We report new linguistic findings regarding writing styles and attribution purposes,
which will benefit linguistic research in Arabic. This corpus will be used to develop machine learning
models to identify attribution elements and boundaries automatically for new pieces of text. The corpus
will be distributed via LDC soon.

nder Publishin
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Appendix A. The cue distribution

The following table shows the frequency of the most common cues for each syntactic type of attributed
span. For the complete list contact the authors.

Verbal Cues

Cue Frequency | Additional features

said/qal/JGé 285 Cue Status (Explicit (284), Implicit (1)); Attribution Purpose (Assertion
(71), Declaration (205), Directive (2), Expression (5))

declare/ >Eln/ule 204 Cue Status (Explicit (164), Implicit (40)); Attribution Purpose
(Assertion (16), Declaration (186), Directive (1), Expression (1))

added/ ADAf/—lzl 181 Cue Status (Explicit (179), Implicit (2)); Attribution Purpose (Assertion
(49), Declaration (123), Directive (2), Expression (7))

explained/ 103 Cue Status (Explicit (102), Implicit (1)); Attribution Purpose (Assertion

AwDH/za) (21), Declaration (81), Directive (1))

confirmed/ Akd/=S) 100 Cue Status (Explicit (86), Implicit 4); Attribution Purpose (Assertion
(97), Declaration (3))

Noun Cues

Cue Frequency | Additional features

e = T S LN

laliiulbased on/ 3 Cue Status (Explicit (3)); Attribution Purpose (Declaration (3))

AstnAdA/

adbrequest/ Tlbh/ 2 Cue Status (Implicit (2)); Attribution Purpose (Directive (2))

sdsay/ qwlh/ 2 Cue Status (Explicit (2)); Attribution Purpose (Declaration (2))

s Wilreferring/ ASArp/ | 1 Cue Status (Implicit (1)); Attribution Purpose (Assertion (1))

Cues of prepositional phrase

Cue Frequency | Additional features

according to/bHsb 8 Cue Status (Explicit (5), Implicit (3)); Attribution Purpose (Assertion

[ (2), Declaration (6))

Scheduled/mn 3 Cue Status (Explicit (3)); Attribution Purpose (Assertion (2),

Almqrr/__8all e Declaration (1))

according to/ wbHsb 2 Cue Status (Implicit (2)); Attribution Purpose (Assertion (1),

Y. Declaration (1))

4s4by saying/ bqwlh/ | 1 Cue Status (Explicit (1)); Attribution Purpose (Declaration (1))

by reference/ 1 Cue Status (Implicit (1)); Attribution Purpose (Declaration (1))

bAIAstnAd/2isY4
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Implicit Cue

Frequency Additional features

7 Cue Status (Explicit (6), Implicit (1)); Attribution Purpose (Assertion (1), Declaration
(6))
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